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Abstract. We consider a generalisation of abstract argumentation frame-

works where arguments need to be backed by pieces of evidence in order

to be actually present in the argumentation framework. These pieces
of evidence come with an associated cost for retrieval and may not be

available at any given time. We model an information-seeking agent in

this scenario that aims at deciding whether a certain argument is accept-
able while minimising the total evidence retrieval cost. We investigate

the computational complexity of decision variants of this optimisation

problem and find that, depending on the underlying classical argumen-
tation semantics, complexity rises one level in the polynomial hierarchy

compared to the classical case.
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1. Introduction

Computational models of argumentation [1] aim at modelling rational decision-
making through the representation of arguments and their relationships. In par-
ticular, abstract argumentation frameworks [6] provide a simple representation
formalism of such situations by focusing on the representation of arguments and
a conflict relation between arguments through modeling this setting as a directed
graph. Here, arguments are identified by vertices and an attack from one argu-
ment to another is represented as a directed edge. This simple model already
provides an interesting object of study, see [2] for an overview. Several extensions
of this model have been investigated as well, such as considering an additional
support relation [5], recursive interactions [9], attacks by sets of arguments [10],
and others.

In this paper, we investigate yet another extension of abstract argumenta-
tion. In many real-life application scenarios for argumentation, arguments are not
standalone entities but rely on pieces of evidence in order to be active in an argu-
mentation [4, 12]. Consider an online discussion forum and a discussion about the
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spread of the COVID-19 virus. A specific argument in this context could be “The
COVID-19 virus is a serious danger because (1) its incubation phase is quite long
and (2) infected people can easily infect other people during this phase. Moreover,
although (3) the mortality rate is quite small, (4) the impact on public health
systems and the elderly can be severe”. In order for this argument to be believable
at all, facts (1), (2), (3), and (4) need to be backed by some evidence. For exam-
ple, the author of that argument can link its argument to some articles from the
World Health Organisation (WHO) or other resources of authority, also providing
concrete numbers to the imprecise facts of the argument. If the recipient of the
argument wishes to assess the validity of the argument, she can visit the linked
pieces of evidence and verify the claims. However, this verification step involves
time and effort, so pieces of evidence usually come with an associated cost (such
as time) that need to be spent in order to verify the argument. Moreover, retrieval
of pieces of evidence may fail, because a web server may be down or the article
is no longer available.

Here, we model scenarios such as the one outlined above by extending ab-
stract argumentation frameworks through the addition of pieces of evidence, a
function associating arguments with pieces of evidence and a function determin-
ing their associated cost, generalising the formalisation of [4]. More precisely, the
contributions of this paper are as follows:

1. We present Abstract Argumentation Frameworks with Fallible Evidence
(AAFE) as an extension to Dung’s abstract argumentation frameworks
that take evidence for arguments into account (Section 3).

2. We investigate the computational complexity of a certain optimisation
problem within our new setting (Section 4).

We also provide necessary preliminaries on abstract argumentation in Section 2,
discuss related works in Section 5, and conclude in Section 6.

2. Abstract Argumentation

Following [6], an (abstract) argumentation framework AF is a pair (A,R), where
A is a finite set of arguments and R is a set of attacks between arguments, i. e.
R ⊆ A×A. An argument a is said to attack b if (a, b) ∈ R. We call an argument
a acceptable with respect to a set S ⊆ A if for each b ∈ A with (b, a) ∈ R, there is
an argument c ∈ S with (c, b) ∈ R. An argumentation framework (A,R) can be
illustrated by a directed graph with vertex set A and edge set R.

For an argumentation framework AF = (A,R) and a set A′ ⊆ A we define
the projection AFA′ of AF onto A′ via AFA′ = (A′,R∩ (A′ ×A′)).

Semantics are given to argumentation frameworks by means of extensions,
i. e., sets of mutually acceptable arguments. A set S ⊆ A is conflict-free (CF) if
there are no arguments a and b in S such that (a, b) ∈ R. We call a conflict-free
set S admissible (AD) if every argument a ∈ S is acceptable with respect to S.

Definition 1. Let (A,R) be an argumentation framework and S ⊆ A.

• S is a complete extension (CP) if it is admissible and contains every argu-
ment that is acceptable with respect to S.
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• S is the grounded extension (GR) if it is the minimal complete extension
(wrt. set inclusion).

• S is a preferred extension (PR) if it is a maximal complete extension (wrt.
set inclusion).

• S is a stable extension (ST) if it is conflict-free and for each b ∈ A \ S,
there is at least one argument a ∈ S such that (a, b) ∈ R.

Note that the grounded extension is uniquely defined and stable extensions
may not exist [6]. Given an argumentation framework (A,R) and an argument
a ∈ A, we say that a is credulously (skeptically) accepted under the semantics σ if
it is contained in at least one σ-extension (all σ-extensions) of (A,R), respectively.

3. Abstract Argumentation with Fallible Evidence

We now define abstract argumentation frameworks with fallible evidence (abbre-
viated AAFE) as a generalisation of abstract argumentation frameworks. In this
generalisation, each argument is associated with a set of evidence, which mod-
els observations needed to be present in order to make the argument “active”.
Each evidence comes with an associated cost that needs to be paid in order to
attempt to retrieve the evidence. This cost must also be paid if it turns out that
the evidence is not available.

Example 1. Consider the following arguments exchanged by doctors trying to
diagnose a patient:

a: If the patient shows the set S1 of signs and symptoms, there are indications
that the patient has the disease D.

b: If the patient also shows the set S2 of signs and symptoms, he could have
disease D′ instead. We can perform a high sensitivity test T1 for D′. If the
result is positive, then we have reasons to diagnose the patient with D′.

c: If T1 is positive, a high specificity test T2 for D′ has to be performed. If T2’s
result is negative, then we can refrain from diagnosing the patient with D′.

d: We can also run a high sensitivity test T3 for D. If we get a negative result,
then we can refrain from diagnosing the patient with D.

The arguments are based on different sets of signs and symptoms and/or the re-
sults of different tests being performed over the patient. Then, these observations
are the pieces of evidence the arguments are based on and, furthermore, they
come with an associated cost. On the one hand, the doctors have to spend some
time in order to identify the sets S1 and S2. On the other hand, the cost for
performing each test has to be paid (both time and money), regardless of whether
the result is as expected (as specified by the corresponding piece of evidence) or
not; in cases where the tests’ outcome are not as expected, we can consider that
the corresponding pieces of evidence are unavailable and cannot be retrieved.

We define abstract argumentation frameworks with fallible evidence as follows.
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Definition 2. An abstract argumentation framework with fallible evidence (AAFE)
F is a tuple F = (A,R, E , δ, µ) where A is a set of arguments, R ⊆ A×A is the
attack relation, E is a set of evidence, δ : A→ 2E assigns to each argument a set
of evidence, and µ : E → N is the evidence cost function.

The function µ is extended to sets of evidence E ⊆ E via µ(E) =
∑
e∈E µ(e).

Furthermore, by abusing notation, for a set of evidence E ⊆ E , we write δ−1(E) =
{a ∈ A | δ(a) ⊆ E}.

Given a concrete set of evidence E ⊆ E , an AAFE F = (A,R, E , δ, µ) is in-
stantiated to an abstract argumentation framework FE = (AE ,RE) by projecting
on the arguments activated by the set of evidence, i. e. FE = (A,R)δ−1(E). We

assume that not all pieces of evidence in E can actually be retrieved, let Ê ⊆ E
denote the set of evidence which is actually available. We now consider an agent
Ag that has to inquire whether a certain argument aquery ∈ A is credulously or
skeptically accepted in FÊ (i. e. in the framework obtained by projecting on the
set of active arguments whose evidence is available) with respect to a semantics
σ while Ê is not known to Ag.

We denote by ∆◦σ(F, a) ∈ {y, n, na} (yes, no, not active) the acceptance status
of a in F with respect to the semantics σ and the problem ◦ ∈ {cred, skep};
the first two labels correspond to active arguments belonging to δ−1(Ê), whereas
the latter corresponds to arguments for which the acceptance status cannot be
determined because they are inactive.

The agent can ask for every piece of evidence e ∈ E by paying its cost µ(e)
and, if e ∈ Ê , then he also retrieves e and activates the corresponding arguments.
Of course, Ag should be economic and only ask for as little evidence as required
(set EAg ⊆ E) in order to make sure that for the final set of evidence E that

he actually collected (i. e. E = EAg ∩ Ê) we have that both frameworks FÊ and
FE yield the same answer regarding aquery and he paid as little cost as possible.
Formally, given F = (A,R, E , δ, µ) and an argument aquery ∈ A, Ag must solve
the following optimisation problem:

Minimise µ(EAg) such that for every argument a ∈ A \ δ−1(EAg ∩ Ê) with

∆◦σ((A,R)δ−1(EAg∩Ê), aquery) 6= ∆◦σ((A,R)δ−1(EAg∩Ê)∪{a}, aquery)

we have EAg ∩ δ(a) ∩ (E \ Ê) 6= ∅.

In other words, Ag seeks to determine the cheapest set of evidence EAg such that
the acceptances status of aquery does not change. For that Ag made sure that for
every argument a that cannot be constructed from this set of evidence (specif-
ically, from its subset of available evidence) and would change the acceptance
status of aquery, he asks for at least one piece of evidence of a which cannot be
retrieved because it is not available. We denote the optimal solution of the above
problem as OPT ◦,σ

F,Ê
(aquery).

Example 2. Consider the argumentation framework with fallible evidence F =
(A,R, E , δ, µ) depicted in Figure 1 and defined via

A = {a, b, c, d, e, f}

R = {(a, b), (b, c), (d, c), (e, c), (e, d), (f, e)}
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E = {e1, e2, e3, e4}

δ(a) = {e1} δ(b) = {e1, e2} δ(c) = {e2}

δ(d) = {e3} δ(e) = {e3, e4} δ(f) = {e3, e4}

µ(e1) = 2 µ(e2) = 6 µ(e3) = 3 µ(e4) = 9

For example, we have that argument b can only be considered if the pieces of
evidence e1 and e2 are available and these have a cost of 2 and 6, respectively.
In Figure 1 we use dotted edges to indicate which piece of evidence is needed for
which argument.

Let us consider grounded semantics (under credulous reasoning) and observe
that in the complete framework where all pieces of evidence can be retrieved, we
have that argument c is not accepted, i. e., ∆cred

GR (FE , c) = n. Let us now assume

that Ê = {e1, e2}, i. e., it is not possible to retrieve e3 and e4; then we have
∆cred

GR (FÊ , c) = y. The question now is, which pieces of evidence must Ag attempt

to retrieve in order to come to the same conclusion as FÊ (recall that Ê is not
known to the agent)? Let us consider some scenarios:

• Ag can attempt to retrieve the entire set of evidence E1 = E =
{e1, e2, e3, e4}. He would then retrieve e1 and e2 and learn that e3 and e4
are unavailable. Thus, Ag knows that FE1∩Ê = FÊ and therefore trivially

∆cred
GR (FE1∩Ê , c) = ∆cred

GR (FÊ , c). The cost for his attempts of retrieval then
is µ(E1) = 2 + 6 + 3 + 9 = 20.

• Ag can retrieve E2 = {e1, e2} to obtain FE2∩Ê = FE1∩Ê with cost only
µ(E2) = 2+6 = 8. However, as Ag does not know whether any of the other
pieces of evidence e3 and e4 are actually unavailable, he cannot be sure
that ∆cred

GR (FE2∩Ê , c) = ∆cred
GR (FÊ , c). For example, e3 could be available,

changing the acceptability status of c due to the presence of d.
• Ag can attempt to retrieve E3 = {e1, e2, e3} to again obtain the same

framework FE3∩Ê = FE1∩Ê with cost µ(E3) = 2 + 6 + 3 = 11. As he learns

that e3 is not available, he can be sure that ∆cred
GR (FE3∩Ê , c) = ∆cred

GR (FÊ , c),
independently of whether e4 is available. Obviously searching for E3 is
better for Ag than searching for E1 due to the lower cost.

• Ag can further minimise the cost while still being sure that the answer
remains the same. In fact, Ag can attempt to retrieve E4 = {e2, e3} with
cost µ(E4) = 6+3 = 9. As only e2 can be retrieved from E4, the framework
FE4∩Ê consists only of the argument c and we have ∆cred

GR (FE4∩Ê , c) = y.
However, if e1 would be searched for and retrieved, the result stays the
same as both the attacker b of c and its defender a could be constructed.

In conclusion, the best strategy for Ag is to attempt to retrieve E4 = {e2, e3}
with cost µ(E4) = 9 in order to learn that c is credulously accepted under the

grounded semantics given the available evidence. So we have OPT cred,GR

F,Ê
(c) = 9.

Example 3. The situation introduced in Example 1 can be modelled with the
AAFE F = (A,R, E , δ, µ), where
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a b c d e f

e1 e2 e3 e4

Figure 1. The argumentation framework with fallible evidence from Example 2.

A = {a, b, c, d} R = {(b, a), (c, b), (d, a)} E = {e1, e2, e3, e4, e5}

δ(a) = {e1} δ(b) = {e1, e2, e3} δ(c) = {e3, e4} δ(d) = {e1, e5}

µ(e1) = 1 µ(e2) = 2 µ(e3) = 5 µ(e4) = 10 µ(e5) = 5

and the pieces of evidence are: e1 (the patient has the set S1 of signs and symp-
toms), e2 (the patient has the set S2 of signs and symptoms), e3 (test T1 for D′

is positive), e4 (test T2 for D′ is negative), e5 (test T3 for D is negative).
Here, we have ∆cred

GR (FE , a) = n. For instance, if we consider Ê = {e1, e2, e3},
we have that ∆cred

GR (FÊ , a) = n. So, EAg = {e1, e2, e3, e4} (with cost µ(EAg) =
1 + 2 + 5 + 10 = 18) is the cheapest set of evidence such that ∆cred

GR (FEAg∩Ê , a) =

∆cred
GR (FÊ , a) is guaranteed; moreover, it holds that FEAg∩Ê = FÊ . Note that there

is no need to attempt to retrieve e5 since, if d was active, the acceptance status
of a would not change. Therefore, OPT cred,GR

F,Ê
(a) = 18.

4. Computational Complexity

In the following we are interested in the computational complexity of determining
OPT ◦,σ

F,Ê
(aquery) for an arbitrary AAFE F and an argument aquery with respect

to a semantics σ and ◦ ∈ {cred, skep}, given an arbitrary set of available evidence
Ê . For that we consider the following decision problem variant:

σ-◦-Uaafe Input: An AAFE F , an argument aquery,

a set of available evidence Ê , K ∈ N
Output: YES if OPT ◦,σ

F,Ê
(aquery) ≤ K and NO otherwise

We assume familiarity with basic concepts of computational complexity and basic
complexity classes such as P and NP as well as the polynomial hierarchy, see [11]
for an introduction.

Table 1 gives an overview on our technical results. It can be seen that our
analysis mirrors classical complexity results for abstract argumentation semantics
[7], but most problems are lifted one level up in the polynomial hierarchy. The
only exception to this is the problem AD-skep-Uaafe, which remains trivial2.
We leave the case of preferred semantics for future work. Also, we omit the proofs
due to space restrictions, but these can be found in an online appendix3.

2This is because the empty set is always admissible and no argument can be skeptically

accepted wrt. admissible semantics. Therefore OPT skep,AD

F,Ê
(a) = 0 for every F , Ê, and a.

3http://mthimm.de/misc/aafe20_app.pdf
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σ σ-cred-Uaafe σ-skep-Uaafe

GR NP-c NP-c

AD ΠP
2 -c trivial

CP ΠP
2 -c NP-c

ST ΠP
2 -c ΣP

2 -c

Table 1. Summary of complexity results where NP-c stands for “NP-complete”.

5. Related works

The idea of using evidence to determine active arguments is not new in the com-
putational argumentation community. In [3] one of the first approaches that uses
evidence for this purpose was presented. There, the authors present a structured
argumentation system based on DeLP [8] where arguments are pre-compiled (i. e.
built beforehand) and then the available evidence is used to activate some of these
pre-compilations. The work in [12] further generalises this idea of using evidence
to activate pre-existing argument structures in the context of abstract argumen-
tation. Like in the AAFEs, [12] characterises a set of evidence as a set of pieces of
information, and establishes which pieces of evidence are required to activate an
argument. However, differently from us, that work mostly focuses on providing a
formal characterisation of the dynamics of the elements of the framework.

More closely related to our work is [4], where the problem being tackled there
motivated our research. In [4] the authors use a simplified version of the framework
presented in [12] but extended to consider (like in this paper) that the evidence
associated with the arguments has to be retrieved, and such retrieval comes at a
cost. Similarly to us, they aim to minimise the evidence retrieval cost incurred for
determining the acceptance status of an argument. However, they do not provide
a formal characterisation of the task as an optimisation problem nor study its
complexity. Instead, they present an algorithm adopting a heuristic-based pruning
technique for the construction of argumentation trees. Also, differently from us,
they focus on a single semantics which is derived from the one adopted by DeLP
and is also similar to the grounded semantics.

6. Summary and Conclusion

We introduced abstract argumentation frameworks with fallible evidence as a
generalisation of Dung’s abstract argumentation framework that models argu-
ments being backed by pieces of evidence, which in turn may be available or
not and have an associated cost when being attempted to be retrieved. As the
main contribution, we formulated an optimisation problem characterising reason-
ing with AAFEs wrt. admissible, complete, grounded and stable semantics, stud-
ied its computational complexity, and showed that complexity rises one level in
the polynomial hierarchy compared to the classical case.

Our findings can be particularly used to justify the choice of [4] to develop
a heuristic algorithm for solving problems very similar to ours. As finding the
optimal choice of which pieces of evidence to attempt to retrieve is intractable
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even for grounded semantics, there is little hope of finding a polynomial-time
algorithm; thus, heuristic approaches akin to [4] could be developed for AAFEs
with the aim of decreasing the evidence retrieval cost. Part of current work is to
establish the computational complexity of our problem wrt. preferred semantics,
which we conjecture to be on the third level of the polynomial hierarchy.
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[7] W. Dvořák and P. E. Dunne. Computational problems in formal argumen-
tation and their complexity. In Handbook of Formal Argumentation. College
Publications, 2018.
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