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Abstract Argumentation-based negotiation describes

the process of decision-making in multi-agent systems

through the exchange of arguments. If agents only have

partial knowledge about the subject of a dialogue strate-

gic argumentation can be used to exploit weaknesses in

the argumentation of other agents and thus to persuade

other agents of a specific opinion and reach a certain

outcome. This paper gives an overview of the field of

strategic argumentation and surveys recent works and

developments. We provide a general discussion of the

problem of strategic argumentation in multi-agent set-

tings and discuss approaches to strategic argumenta-

tion, in particular strategies based on opponent models.
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1 Introduction

Computational models of argumentation [6] are an in-

tuitive means for formalizing commonsense reasoning.

The basic building blocks for argumentation systems
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are arguments, i. e., pieces of information that derive a

claim, and an attack relation, i. e., a directed relation

that represents conflict between arguments. Several re-

search fields on computational models of argumentation

have emerged in recent years such as abstract argumen-

tation [11], structured argumentation [14,7,27], seman-

tical issues [3], and, in particular, dynamic aspects of ar-

gumentation [13] and argumentation in multi-agent sys-

tems [20]. Within the latter field of research, issues re-

lated to strategic aspects of argumentation have gained

some interest and constitute an active sub-field. Strate-

gic argumentation takes place in multi-agent systems

where agents aim to reach a common understanding

for decision-making or try to persuade other agents of

some opinion. Consider the following example with two

agents Anna and Bob discussing whether or not the

moon-landing happened in 1969:

Anna: The pictures supposedly taken during the moon-

landing cannot be authentic as several shadows are

inconsistent. So the moon-landing did not happen

in 1969.

Bob: Due to reflected light from the Earth, shadows

may appear inconsistent but they are not.

Anna: But the American flag that was hissed by the

astronauts, fluttered despite the lack of wind.

Bob: The flag did not flutter. Ripples on the flag orig-

inating from folding it made it seem to flutter on a

picture.

The above dialogue exemplifies how an exchange of ar-

guments can be used to reach a common consensus.

These kinds of dialogues offer opportunities for strate-
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gic exploitation, in particular, when agents have knowl-

edge about their opponents’ skills and beliefs. For ex-

ample, assume that Anna knows that Bob is not an ex-

pert on astronomical phenomena. Then she could bring

forward the following argument:

Anna: The amount of Van Allen radiation the astro-

nauts were exposed to during the trip would have

been lethal.

In real-world settings for argumentation, there is usu-

ally no time to process all arguments to reach a consen-

sus. In such a setting it would have a strategic advan-

tage for Anna to put forward the above argument first,

instead of the other ones. Then Bob may be convinced

that Anna is right in claiming that the moon-landing

did not happen.

This overview paper surveys recent developments in

strategic argumentation. In particular, we discuss the

problem of mechanism design [29–31,37,12], i. e., the

problem of coming up with argumentation protocols

and negotiation settings where strategic argumentation

has no benefit and the best strategy for every agent is to

truthfully report all their arguments. Most of the work

on mechanism design up to now focuses on abstract ar-

gumentation [11] and there have been many technical

results on characterizing certain strategy-proof settings

for argumentation. However, most of these results come

with quite strict assumptions such as perfect knowl-

edge, conflict-free preferences of agents, and certain re-

quirements on the topology of the arguments and their

relations. Therefore, we also discuss concrete strategies

for argumentation [37,35] and focus on strategies ex-

ploiting an opponent model [23,16,33,17]. An opponent

model is a component in the belief state of an agent that

reflects what this agent believes what another agent be-

lieves. It can be used in adversarial games to predict

how an opponent would react when performing a cer-

tain action, i. e., putting forward some argument. By us-

ing such a model, imperfect knowledge of an opponent

can be exploited by putting forward those arguments

where the opponent is unlikely to win the dialogue.

The remainder of this overview paper is organized

as follows. In Section 2 we present some foundations of

computational models in argumentation, in particular

on abstract argumentation. In Section 3 we provide a

general overview on multi-agent settings of argumenta-

tion and we provide a simple formalization of argumen-

tation games in Section 4. In Section 5 we discuss the

issue of strategic argumentation, with a particular fo-

cus on strategic argumentation with opponent models

in Section 6. In Section 7 we discuss further works on

strategic argumentation and we conclude with a discus-

sion in Section 8.

2 Models of Argumentation

Abstract argumentation frameworks [11] take a very

simple view on argumentation as they do not presup-

pose any internal structure of an argument. Abstract ar-

gumentation frameworks only consider the interactions

of arguments by means of an attack relation between

arguments.

Definition 1 (Abstract Argumentation Framework)

An abstract argumentation framework AF is a tuple

AF = (Arg,→) where Arg is a set of arguments and

→ is a relation →⊆ Arg × Arg.

For reasons of simplicity we only consider finitary argu-

mentation frameworks here, i. e., argumentation frame-

works with a finite number of arguments. For two argu-

ments A,B ∈ Arg the relation A → B means that argu-

ment A attacks argument B. Abstract argumentation

frameworks can be concisely represented by directed

graphs, where arguments are represented as nodes and

edges model the attack relation.

Example 1 Consider the abstract argumentation frame-

work AF = (Arg,→) depicted in Figure 1. Here it is

Arg = {A1,A2,A3,A4,A5} and→= {(A1,A2), (A2,A1),

(A2,A3), (A3,A4), (A4,A5), (A5,A4), (A5,A3)}.
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Fig. 1 A simple argumentation framework

Semantics are usually given to abstract argumentation

frameworks by means of extensions [11]. An extension

E of an argumentation framework AF = (Arg,!) is

a set of arguments E ✓ Arg that gives some coherent

view on the argumentation underlying AF.

In the literature [11,9] a wide variety of di↵erent

types of semantics has been proposed. Here, we focus on

the grounded semantics [11] due to reasons of simplicity

of presentation. Note that most works discussed in this

overview do not rely on a specific semantics.
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view on the argumentation underlying AF.
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types of semantics has been proposed. Here, we focus on
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the grounded semantics [11] due to reasons of simplicity

of presentation. Note that most works discussed in this

overview do not rely on a specific semantics.

Definition 2 Let AF = (Arg,→) be an argumentation

framework.

1. An extension E ⊆ Arg is conflict-free iff there there

are no A,B ∈ E with A → B.

2. An argument A ∈ Arg is acceptable with respect to

an extension E ⊆ Arg iff for every B ∈ Arg with

B → A there is A′ ∈ E with A′ → B.

3. An extension E ⊆ Arg is admissible iff it is conflict-

free and all A ∈ E are acceptable with respect to

E.

4. An extension E ⊆ Arg is complete iff it is admissible

and there is no A ∈ Arg\E which is acceptable with

respect to E.

5. An extension E ⊆ Arg is grounded iff it is complete

and E is minimal with respect to set inclusion.

The intuition behind admissibility is that an argument

can only be accepted if there are no attackers that are

accepted and if an argument is not accepted then there

has to be an acceptable argument attacking it. The idea

behind the completeness property is that all acceptable

arguments should be accepted. The grounded exten-

sion is the minimal set of acceptable arguments and

uniquely determined [11]. It can also easily be com-

puted as follows: first, all arguments that have no at-

tackers are added to an empty extension E and those

arguments and all arguments that are attacked by one

of these arguments are removed from the framework;

then process is repeated; if one obtains a framework

where there is no unattacked argument the remaining

arguments are also removed.

Example 2 Consider again the argumentation frame-

work AF in Figure 1. The grounded extension Egr of

AF is given by E = {A2}.

Abstract argumentation frameworks are arguably

the most investigated formalism for argumentation and

most works on strategic argumentation consider them

as well. However, there are also formalisms for struc-

tured argumentation, such as deductive argumentation

[7] and defeasible logic programming [14]. In structured

argumentation, arguments are a set of (e. g. proposi-

tional) formulas (the support of an argument) that de-

rive a certain conclusion (the claim of an argument).

The attack relation between arguments is then derived

from logical inconsistency. Although there are some works

on strategic argumentation that work with structured

approaches to argumentation, such as [34,37], we do

not consider them here in depth to to lack of space.

3 Argumentation Dialogues and Games

The general setting of argumentation in multi-agent

systems considers sets of agents that are engaged in

a dialogue and exchange arguments. There are several

different purposes of such a dialogue like negotiation,

persuasion, information-seeking, inquiry, and deliber-

ation, cf. [40]. A negotiation dialogue has the aim to

distribute some given resources between the agents [16]

while in a persuasion dialogue one agent aims at con-

vincing the other agents of some beliefs [26,12]. In an

information-seeking dialogue one agent aims at finding

an answer by collecting arguments from other agents

[39], while in an inquiry dialogue all agents seek to col-

laboratively find an answer to a question [38,8]. Finally,

a deliberation dialogue is about jointly agreeing on a

specific course of action [2,19].

Most works on argumentation dialogues are con-

cerned with formalizing the interaction between agents,

i. e., the locutions and the protocol. For example, in

[8] an inquiry dialogue system is presented that allows

agents to exchange structured arguments—built using

Defeasible Logic Programming [14]—in order to collab-

oratively discover whether some claim can be accepted.

In [8], Black and Hunter describe a protocol that pre-

scribes legal orders of locutions that take into account

relevance of replies to inquiries. The protocol consists

of two sub processes, one on argument inquiry (how

to build arguments using different agents’ knowledge)

and on warrant inquiry (how to relate arguments to

each other in order to determine which argument can

be accepted). Besides the formalization of the protocol

they also give a simple implementation for the agents. A

general discussion of argumentation protocols is given

in [21].

Many of the above described types of argumenta-

tion dialogues offer the possibility of strategic argu-

mentation. However, in most works on strategic ar-

gumentation the persuasion dialogue is used and we

will also focus on this kind of dialogue in the following,

see also [26] for a survey on persuasion dialogues that

focuses more on the aspects of protocols and interac-

tion than strategic behavior. The problem of strategic
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argumentation in multi-agent systems can be best de-

scribed with game-theoretical means. Agents engaging

in a (persuasion) dialogue aim at establishing a cer-

tain goal. In general, this amounts to convincing the

other agents that a certain statement is true. In the

setting of abstract argumentation this usually amounts

to showing that a certain argument (or one argument

out of a set of arguments) should either be accepted or

rejected by the grounded extension. Through strategic

argumentation—i. e. forwarding only a specific subset

of known arguments—agents try to reach this goal. For

reasons of simplicity we consider only a simplified set-

ting for strategic argumentation in multi-agent systems

consisting of two agents, PRO and OPP. The goal of

PRO is to establish a specific given argument A and

the goal of OPP is to avoid this.

Example 3 Consider the abstract argumentation frame-

work AF = (Arg,→) depicted in Figure 2 and assume

that PRO’s goal is to establish that A1 is accepted.

Note first that in the grounded extension of AF the ar-

gument A1 is not included and assume that OPP does

not know the argument A3. Then PRO can act strate-

gically by only putting forward arguments A1 and A4.

Now, there is no way for OPP to disprove A1.
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Fig. 2 The argumentation framework from Example 3

The scenario described in the example above is quite

simple and so is the winning strategy for PRO: do not

disclose arguments that may harm your own goal.

In [37] a classification of argumentation games has

been proposed that brings certain complexities and op-

portunities for strategic argumentation. In particular,

[37] discusses three di↵erent dimensions (or parameters)

that constitute an argumentation game:

1. Game protocol : The exact way agents interact with

each other constrains the opportunities for strate-

gic argumentation very strictly. For example, a di-

rect game protocol, which only allows a single step

in the argumentation process and demands from

each agent to bring forward a single set of argu-

ments at once, does not allow for agents to react

on other agents’ moves. A standard dialogue pro-

tocol—where first one agent advances some argu-

ments, then another agent reacts with some other

arguments, etc. until no agent wants to advance

further arguments—is a more dynamic setting with

opportunities to react on what other agents bring

forward and act appropriately.

2. Awareness : Whether or not an agent has background

knowledge on other agents’ beliefs influences its be-

havior. An ignorant agent, which only knows of the

arguments itself is aware of but has no idea on what

arguments other agents know of, is limited in its

strategic capabilities. An omniscient agent, which

knows what arguments other agents know of (and

also if and what other agents believe that the first

agents believes, etc.), has usually an advantage. It

can simulate how other agents might react on moves

and act accordingly.

3. Goal types : The way the goals of agents are orga-

nized also influences strategic argumentation. If an

agent only has the goal to prove (or disprove) a sin-

gle argument, its actions can focus on this particu-

lar task. If an agent aims at establishing a whole set

of arguments (and maybe also to disprove another

set) or maximize the number of arguments to be

accepted from a given set, strategic argumentation

has to be more sophisticated.

The examples above for the di↵erent dimensions are

only corner cases that show how di↵erent instantia-

tions of these dimensions may influence the opportu-

nities for strategic argumentation. In between those ex-

amples there may be a whole space of di↵erent instanti-

ations, each constraining the way strategic argumenta-

tion can be implemented. In particular, the dimension

awareness can be instantiated by a series of di↵erent

opponent models where beliefs one agent has about an-

other can be captured. This might also take qualitative

or quantitative uncertainty into account. We will have

a particular look on opponent models in Section 6.

However, the dimensions listed above do not de-

scribe the setting of strategic argumentation completely.

There are many further properties of argumentation

games that are usually assumed to have a specific in-

stantiation for reasons of simplicity. One such property,

for example, is about the structure of the underlying ar-

gumentation framework and whether that is mutually

agreed upon. In many works on strategic argumentation

with abstract arguments such as [29,33] and almost all

works on strategic argumentation with structured ar-

guments such as [34] the attack relation between argu-

ments is fixed or directly inferred from the underlying

logic: if two arguments are put forward by possibly dif-
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gumentation framework and whether that is mutually

agreed upon. In many works on strategic argumentation

with abstract arguments such as [29,33] and almost all

works on strategic argumentation with structured ar-

guments such as [34] the attack relation between argu-

ments is fixed or directly inferred from the underlying

logic: if two arguments are put forward by possibly dif-

ferent agents, all agents agree if one argument attacks

the other or not (even if an agent did not know the

argument before). There are some works which do not

make this assumption, see e. g. [15,16,22]. In particular,

[15] discuss argumentation dialogues where the argu-

mentation framework under consideration is not known

with certainty. They use this framework to model ar-

gumentation in front of an audience and the goal is to

persuade the audience rather than the opponent. The

uncertainty of the framework then represents the uncer-

tainty on the beliefs of the audience. In [15] strategies

are discussed how to act in these settings. Furthermore,

[16] deal with negotiation on offers. Arguments are ex-

changed and agents learn the attack relation of the op-

ponent while negotiating. Finally, [22] use value-based

argumentation frameworks [5] where the ordering of the

values of the arguments (and thus the topology of the

argumentation framework) is not fixed.

For the rest of this paper we focus on the setting

where agents have a mutual agreement on whether an

argument attacks another one or not. More specifically,

we assume that there is a universal argumentation frame-

work AF = (Arg,→) which contains all arguments rele-

vant to a particular discourse (but parts of it maybe un-

known to agents until some agent puts them forward).

Another property that may have an influence on the

adopted strategies is the cost of the argumentation, cf.

[34]. Costs can occur for an agent during argumentation

for several different reasons:

– Costs in producing an argument: to construct an

argument a reasoning process may be called that

would take time and resources. For example, to pro-

duce a convincing argument that the shadows on

the pictures of the moon-landing are indeed incon-

sistent, one could gather some reliable persons, fly

to the moon an re-enact the original moon-landing.

While the resulting argument would be a very strong

one (given that it could be produced in this fashion),

the costs in obtaining it are very high. Sometimes

it is more beneficial to rely on simple arguments if

the outcome of the dialogue is not so important.

– Costs of lengthy argumentation: argumentation may

take a long time to reach a conclusion. In particular,

when it comes to negotiation on goods it is some-

times beneficial to concede early in a discussion to

avoid failing the whole dialogue [16].

– Costs incurred by information disclosure: every ar-

gument disclosed in a dialogue brings also new infor-

mation for the opposing party. Information disclosed

in this way may be to an agent’s disadvantage in the

long run. For example, consider the argument “the

moon-landing did not take place as no living being

can survive in space due to the Van Allen radiation”

and assume that the agent who produced this argu-

ment is later engaged in a dialogue where he argues

that the UFO landing really happened in Roswell in

1947. Then his own argument can be used against

him as aliens could not have travelled space then

(assuming aliens can be regarded as living beings).

For some discussion on including costs into the argu-

mentation process see e. g. [34,16].

4 A Formal Model for Argumentation Games

In order to continue the discussion on strategic argu-

mentation we will now introduce a very general for-

malization of argumentation games, see also [28,33] for

some more concrete formalizations. First, we need the

definition of a dialogue trace which is a sequence of

moves in a dialogue.

Definition 3 A dialogue trace M = (A1, . . . , An) is a

sequence of sets of arguments Ai ⊆ Arg.

A dialogue trace describes the history of a specific di-

alogue as it records which (sets of) arguments have

been brought forward so far. Every dialogue trace M =

(A1, . . . , An) induces a view AFM on the universal ar-

gumentation framework via AFM = (A1 ∪ . . . ∪ An,→
∩((A1 ∪ . . . ∪ An) × (A1 ∪ . . . ∪ An)) which is the ar-

gumentation framework both agents currently see as

valid. Let M be the set of all dialogue traces. A utility

function u is any function u : M → R that evaluates

a dialogue trace M to a real value indicating its util-

ity for the current agent (a larger value means a higher

utility). An agent is characterized by its belief state K
which contains the set of arguments he knows about

and possibly its opponent model. Let K be the set of

all possible belief states. Every agent has a move func-

tion move : M × K → 2Arg that returns the agent’s
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move, given the current dialogue trace and its belief

state, and an update function upd : M× K → K that

updates an agent’s belief state with new information

from the current dialogue trace.

Definition 4 Let u be a utility function, K some belief

state, move a move function, and upd an update func-

tion. Then A = (u,K,move, upd) is called an agent.

As mentioned before, we constrain our attention to multi-

agent systems with two agents PRO and OPP.

Definition 5 A protocol P is a function P : N+ →
2{PRO,OPP}.

A protocol assigns to each round of an argumentation

game the agents who are going to move. Examples of

protocols are the direct argumentation protocol Pd de-

fined as P (0) = {PRO,OPP} and P (i) = ∅ for all i > 0

or the round-robin protocol Pr defined via P (i) = PRO
for i even and P (j) = OPP for j odd, see also [37].

Definition 6 Let AF be an argumentation framework,

P a protocol, and PRO and OPP two agents. Then G =

(AF, P,PRO,OPP) is called an argumentation game.

An argumentation game is played by iteratively calling

the move functions of the agents in the way ascribed

by the protocol. More specifically, the induced dialogue

trace is defined as follows.

Definition 7 Let G = (AF, P,PRO,OPP) be an ar-

gumentation game with PRO = (uPRO,K1
PRO,movePRO,

updPRO) and OPP = (uOPP,K1
OPP,moveOPP, updOPP).

Then the induced dialogue trace MG = (A1, . . . , An)

of G is defined as

1. A1 = moveP (1)((),KP (1))

2. Ai = moveP (i)((A1, . . . , Ai−1),Ki−1
P (i)) for all i = 2,

. . . , n− 2

3. An−1 = An = ∅
where Ki

A = upd((A1, . . . , Ai),Ki−1
A ) for i = 2, . . . , n−2

and A ∈ {PRO,OPP}.
The first item in the above definition states that the

first move is made by the first player on the empty di-

alogue trace. The second item states that moves are

made as described by the protocol. The final item de-

scribes the termination criterion of the game, i. e., the

game ends when both agents consecutively make an

empty move. Furthermore, the belief state of every agent

has to be updated after every move. The final argu-

mentation framework AFMG
and its grounded extension

E describe the outcome of the game. In particular, if

uA(MG) > 0 then A is called a winner of the game for

A ∈ {PRO,OPP}. Otherwise A is called a loser of the

game.

Please note that the formalization above only roughly

describes the common parts of most approaches to strate-

gic argumentation but it will be sufficient for discussion

in the remainder of this paper. For more elaborate for-

malization see the corresponding research works.

5 Strategic Argument Selection

The work [29] introduces mechanism design for argu-

mentation games, see also [30]. Mechanism design deals

with the question of whether strategic argumentation is

beneficial at all in some settings and how to design an

argumentation game and its protocol (i. e. its mecha-

nism) so that strategic argumentation is useless.

The core notion here is strategy-proofness. Let ArgPRO
be the set of arguments PRO knows about. A game G =

(AF, P,PRO,OPP) is called strategy-proof (for PRO) if

under all variants of G where only the move function

of PRO is modified, the truthful strategy movetPRO =

ArgPRO yields maximal utility for PRO on MG. This

means that the dominant strategy for PRO is to truth-

fully report all arguments it knows of. Such games do

not provide an opportunity for strategic exploitation

and are thus preferred for application scenarios where

strategic behavior should be avoided, such as medical

applications. Furthermore, if a game is strategy-proof

for all agents it is also computationally attractive as

the protocol can always be implemented by a direct

protocol, i. e., all agents report all their arguments in a

single step. The research challenge in mechanism design

for argumentation games is to find criteria or character-

izations of strategy-proof games. These criteria may be

topological criteria on the argumentation frameworks.

For example, every argumentation framework without

attacks leads (trivially) to a strategy-proof argumen-

tation game. Other criteria can be about the utility

functions of the agents. For example, [29] showed that

if the goal of each agent is to maximize acceptance of

the number of arguments from a given set and this set

is conflict-free and contains no indirect attacks, then

the corresponding game is strategy-proof. In [24] the

investigation is extended to not only include grounded

semantics but also preferred semantics, cf. [11].
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There are a lot of cases where the results discussed

above cannot be applied. Therefore, there are settings

where strategic behavior is beneficial in order to reach

a desired outcome of the argumentation. The question

that arises is how to act strategically in a given set-

ting. For example, consider the argumentation frame-

work AF0 depicted in Figure 3 and assume PRO wants

to establish A1 and that PRO only knows of the argu-

ments A1, A2, and A3. From PRO’s perspective there

is no reason to not put forward all his arguments as the

grounded extension E of AF{A1,A2,A3} contains A1, as

desired. However, by putting forward A3 there is an op-
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Fig. 3 The argumentation framework AF0

portunity for OPP to challenge A1 by putting forward

A4. In that case, it would have been better for PRO
to not disclose A2 as it may be used (if e. g. defended
by A4) to defeat A1. More generally, if no further in-

formation is available—i. e. if PRO has no beliefs on
what OPP believes—then the best strategy for PRO is
to not disclose potentially harmful arguments such as

A2. This strategy has been called overcautious strategy
in [37] and can be used as a heuristic for direct argu-
mentation protocols. In dialectical protocols such as the
round-robin protocol it may be necessary to relax the

strategy a bit, see e. g. the argumentation framework
AF1 in Figure 4. If PRO starts by putting forward A1

and OPP reacts with A5 then it would be beneficial for

PRO to react with A4, even if A4 can also be used to
defeat A1 along the path A4, A3, A2, A1. If an agent has

A1 A2 A3 A4

A5

Fig. 4 The argumentation framework AF1

no further information on what the other agent knows

the above outlined strategy is a baseline approach for
strategic behavior in argumentation games. If we al-
low agents to be aware of other agents’ beliefs more

opportunities for strategic argumentation arise. In the
following section we have a specific look at opponent
models that exactly serve this purpose.

6 Opponent Models

[23] introduced a recursive opponent model for strate-
gic argumentation. This opponent model can be for-
malized as a tuple E0 = (B0, E1) where B0 is a set
of arguments and E1 = (B1, E2) is itself and oppo-

nent model. Assume that E0 is the opponent model
agent PRO has about OPP, i. e., it is some component

in PRO’s belief state KPRO. Then B0 is the set of ar-

guments PRO believes OPP to know about and B1 is
the set of arguments that PRO believes that OPP be-
lieves that PRO knows about, etc. By employing a vari-

ant of the Maxmin-algorithm [10] this model can be
used for strategic argumentation: when PRO has to ex-
ecute a move he first simulates how OPP would react

given B0 (which is itself dependent on how PRO would
react given B1) and then selects the move that max-
imizes PRO’s utility given the reaction of OPP. This
model has been extended by [33] with qualitative un-

certainty on both the opponent model and the set of
arguments. For example, instead of an opponent model
of the form E0 = (B0, E1) one considers an opponent

model E0 = (B0, P0) where P0 is a probability distribu-
tion over opponent models (which themselves contain
probability distributions over opponent models, etc.).

Usually, having an opponent model is beneficial for
strategic argumentation as it enables an agent to make
a better informed decision. However, as in many multi-
player games investigated with game-theoretical means

also strategic argumentation with opponent models may
su↵er from the paradox of omniscience, cf. [25]. Con-
sider the following example.

Example 4 Imagine the game of “chicken”: two drivers
A and B are each sitting in a car and driving towards

each other. Each driver may either drive straight or
veer. If both drivers drive straight they crash and they
will both die. If either one of them drives straight and
the other veers the latter one is the loser of the game

and the former is the winner. If both drivers veer both
lose. This game can be represented as the argumen-
tation framework depicted in Figure 5. A driver can

only veer or drive straight making the corresponding ar-
guments mutually exclusive. Furthermore, both drivers
cannot drive straight at the same time as this results in

a crash. The utility function of driver A is defined such
that the outcome {SA, VB} is the most preferred one,
{VA, VB} the second most preferred one, {VA, SB} the
third, and {SA, SB} the worst one. The utility function

of B is defined analogously. Finally, A only knows of
arguments VA and SA and B only of VB and SB .

If one considers a direct argumentation protocol with-

out opponent models, the best move for both agents is
to move with VA and VB , respectively. Furthermore,
even if both agents have a complete opponent model
(e. g. every agent knows that every agent knows every

argument) the best option for both agents is to veer.

Fig. 3 The argumentation framework AF0

portunity for OPP to challenge A1 by putting forward

A4. In that case, it would have been better for PRO
to not disclose A2 as it may be used (if e. g. defended

by A4) to defeat A1. More generally, if no further in-

formation is available—i. e. if PRO has no beliefs on

what OPP believes—then the best strategy for PRO is

to not disclose potentially harmful arguments such as

A2. This strategy has been called overcautious strategy

in [37] and can be used as a heuristic for direct argu-

mentation protocols. In dialectical protocols such as the

round-robin protocol it may be necessary to relax the

strategy a bit, see e. g. the argumentation framework

AF1 in Figure 4. If PRO starts by putting forward A1

and OPP reacts with A5 then it would be beneficial for

PRO to react with A4, even if A4 can also be used to

defeatA1 along the pathA4,A3,A2,A1. If an agent has
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no further information on what the other agent knows

the above outlined strategy is a baseline approach for
strategic behavior in argumentation games. If we al-
low agents to be aware of other agents’ beliefs more

opportunities for strategic argumentation arise. In the
following section we have a specific look at opponent
models that exactly serve this purpose.

6 Opponent Models

[23] introduced a recursive opponent model for strate-
gic argumentation. This opponent model can be for-
malized as a tuple E0 = (B0, E1) where B0 is a set
of arguments and E1 = (B1, E2) is itself and oppo-

nent model. Assume that E0 is the opponent model
agent PRO has about OPP, i. e., it is some component

in PRO’s belief state KPRO. Then B0 is the set of ar-

guments PRO believes OPP to know about and B1 is
the set of arguments that PRO believes that OPP be-
lieves that PRO knows about, etc. By employing a vari-

ant of the Maxmin-algorithm [10] this model can be
used for strategic argumentation: when PRO has to ex-
ecute a move he first simulates how OPP would react

given B0 (which is itself dependent on how PRO would
react given B1) and then selects the move that max-
imizes PRO’s utility given the reaction of OPP. This
model has been extended by [33] with qualitative un-

certainty on both the opponent model and the set of
arguments. For example, instead of an opponent model
of the form E0 = (B0, E1) one considers an opponent

model E0 = (B0, P0) where P0 is a probability distribu-
tion over opponent models (which themselves contain
probability distributions over opponent models, etc.).

Usually, having an opponent model is beneficial for
strategic argumentation as it enables an agent to make
a better informed decision. However, as in many multi-
player games investigated with game-theoretical means

also strategic argumentation with opponent models may
su↵er from the paradox of omniscience, cf. [25]. Con-
sider the following example.

Example 4 Imagine the game of “chicken”: two drivers
A and B are each sitting in a car and driving towards

each other. Each driver may either drive straight or
veer. If both drivers drive straight they crash and they
will both die. If either one of them drives straight and
the other veers the latter one is the loser of the game

and the former is the winner. If both drivers veer both
lose. This game can be represented as the argumen-
tation framework depicted in Figure 5. A driver can

only veer or drive straight making the corresponding ar-
guments mutually exclusive. Furthermore, both drivers
cannot drive straight at the same time as this results in

a crash. The utility function of driver A is defined such
that the outcome {SA, VB} is the most preferred one,
{VA, VB} the second most preferred one, {VA, SB} the
third, and {SA, SB} the worst one. The utility function

of B is defined analogously. Finally, A only knows of
arguments VA and SA and B only of VB and SB .

If one considers a direct argumentation protocol with-

out opponent models, the best move for both agents is
to move with VA and VB , respectively. Furthermore,
even if both agents have a complete opponent model
(e. g. every agent knows that every agent knows every

argument) the best option for both agents is to veer.

Fig. 4 The argumentation framework AF1

no further information on what the other agent knows

the above outlined strategy is a baseline approach for

strategic behavior in argumentation games. If we al-

low agents to be aware of other agents’ beliefs more

opportunities for strategic argumentation arise. In the

following section we have a specific look at opponent

models that exactly serve this purpose.

6 Opponent Models

[23] introduced a recursive opponent model for strate-

gic argumentation. This opponent model can be for-

malized as a tuple E0 = (B0, E1) where B0 is a set

of arguments and E1 = (B1, E2) is itself and oppo-

nent model. Assume that E0 is the opponent model

agent PRO has about OPP, i. e., it is some component

in PRO’s belief state KPRO. Then B0 is the set of ar-

guments PRO believes OPP to know about and B1 is

the set of arguments that PRO believes that OPP be-

lieves that PRO knows about, etc. By employing a vari-

ant of the Maxmin-algorithm [10] this model can be

used for strategic argumentation: when PRO has to ex-

ecute a move he first simulates how OPP would react

given B0 (which is itself dependent on how PRO would

react given B1) and then selects the move that max-

imizes PRO’s utility given the reaction of OPP. This

model has been extended by [33] with qualitative un-

certainty on both the opponent model and the set of

arguments. For example, instead of an opponent model

of the form E0 = (B0, E1) one considers an opponent

model E0 = (B0, P0) where P0 is a probability distribu-

tion over opponent models (which themselves contain

probability distributions over opponent models, etc.).

Usually, having an opponent model is beneficial for

strategic argumentation as it enables an agent to make

a better informed decision. However, as in many multi-

player games investigated with game-theoretical means

also strategic argumentation with opponent models may

suffer from the paradox of omniscience, cf. [25]. Con-

sider the following example.

Example 4 Imagine the game of “chicken”: two drivers

A and B are each sitting in a car and driving towards

each other. Each driver may either drive straight or

veer. If both drivers drive straight they crash and they

will both die. If either one of them drives straight and

the other veers the latter one is the loser of the game

and the former is the winner. If both drivers veer both

lose. This game can be represented as the argumen-

tation framework depicted in Figure 5. A driver can
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only veer or drive straight making the corresponding ar-

guments mutually exclusive. Furthermore, both drivers

cannot drive straight at the same time as this results in

a crash. The utility function of driver A is defined such

that the outcome {SA, VB} is the most preferred one,

{VA, VB} the second most preferred one, {VA, SB} the

third, and {SA, SB} the worst one. The utility function

of B is defined analogously. Finally, A only knows of

arguments VA and SA and B only of VB and SB .

If one considers a direct argumentation protocol with-

out opponent models, the best move for both agents is

to move with VA and VB , respectively. Furthermore,

even if both agents have a complete opponent model

(e. g. every agent knows that every agent knows every

argument) the best option for both agents is to veer.

However, so far we have only considered a model of

the opponent that describes what the opponent believes

and not how he is going to act. Assume that driver A is

really omniscient, i. e., he has a perfect opponent model

and also knows how driver B will act in the game of

“chicken” (i. e. A knows whether B will drive straight

or veer) and assume that B only knows that A is omni-

scient. Now, even in the direct argumentation protocol,

B can put forward SB (driving straight) without any

worries as B knows that A knows his decision before-

hand and must therefore veer (putting forward VA). In

this case, the more sophisticated opponent model of A

is a disadvantage.
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hand and must therefore veer (putting forward VA). In
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SA SB

VA VB

Fig. 5 The argumentation framework from Example 4 rep-
resenting the game of “chicken” with arguments SA (driver
A drives straight), SB (driver B drives straight), VA (driver
A veers), VB (driver B veers).

In the current state of the art of opponent modeling for

strategic argumentation only opponent models describ-

ing what another agent believes are used. In particu-

lar, it is usually assumed that agents follow the same

type of strategy but with di↵erent utility functions. The

strategy followed by player B in the above example is

a meta-strategy that first analyzes the strategy of A

and then selects a strategy for himself. These kinds of

meta-strategies have not been investigated for strategic

argumentation so far.

One question that arises when considering opponent

models as a means for capturing the beliefs an agent

has about another agent, is how did the agent obtain

these beliefs? In the setting of [23,33] these beliefs are

assumed to be given which is an unrealistic assump-

tion in most application settings. However, one way

of acquiring these beliefs is by experience and learn-

ing from previous argumentation dialogues. The set-

ting of strategic argumentation we considered so far is

a one-shot scenario: two agents argue about a certain

argument and after the dialogue is finished, the proto-

col ends. However, agents are usually engaged in a se-

ries of dialogues, either about the same argument with

di↵erent agents, with the same agent about di↵erent

arguments, or combinations of those. In this more gen-

eral setting, the epistemic component of arguments can

be exploited in order to learn the behavior of agents.

More specifically, arguments are no mere pieces of in-

formation that attack each other but can be in other

relationships as well, as can also be formalized using

structured approaches to argumentation [14,7]. For ex-

ample, arguments may support each other and, in par-

ticular, the awareness of a specific argument may imply

the awareness of another argument. Consider the ex-

ample from the introduction about conspiracy theories

regarding the first moon-landing. After Anna presents

her first argument about the inconsistent shadows in

the pictures, Bob might come to believe that Anna has

done some fair reading on the moon-landing and its

conspiracy theories. So he might already believe (up to

a certain degree) that Anna will also have some argu-

ments regarding e. g. the fluttering flag.

The relationships of arguments with respect to their

mutual appearance can be learned by engaging in mul-

tiple dialogues and observing these co-occurrences mul-

tiple times. In [17] the authors exactly follow this ap-

proach and learn opponent models from experience. A

relationship graph records co-occurrences of arguments

brought forward by other agents and this graph is used

to predict of what other arguments a particular agents

knows given a partial observation of that agent’s be-

havior.

7 Further Works

In this overview paper we focused on strategic argu-

ment selection with respect to argumentation games

with grounded semantics. There are other works which

discuss strategic aspects in argumentation but do not

entirely fit this framework. We will have a look at some

of them in this section.

The work [32] deals with merging labelings (which

are a generalization of extensions). In their setting, the

argumentation framework AF is fixed and known to all

agents. However, the agents may disagree on what la-

beling/extension to use to evaluate AF. Recall that for

other semantics than grounded semantics, the label-

ing/extension conforming to this semantics may not be

uniquely determined, cf. [3]. For example, in an argu-

mentation framework consisting of two arguments A1

and A2 with a mutual attack between them (A1 ! A2

Fig. 5 The argumentation framework from Example 4 rep-
resenting the game of “chicken” with arguments SA (driver
A drives straight), SB (driver B drives straight), VA (driver
A veers), VB (driver B veers).

In the current state of the art of opponent modeling for

strategic argumentation only opponent models describ-

ing what another agent believes are used. In particu-

lar, it is usually assumed that agents follow the same

type of strategy but with different utility functions. The

strategy followed by player B in the above example is

a meta-strategy that first analyzes the strategy of A

and then selects a strategy for himself. These kinds of

meta-strategies have not been investigated for strategic

argumentation so far.

One question that arises when considering opponent

models as a means for capturing the beliefs an agent

has about another agent, is how did the agent obtain

these beliefs? In the setting of [23,33] these beliefs are

assumed to be given which is an unrealistic assump-

tion in most application settings. However, one way

of acquiring these beliefs is by experience and learn-

ing from previous argumentation dialogues. The set-

ting of strategic argumentation we considered so far is

a one-shot scenario: two agents argue about a certain

argument and after the dialogue is finished, the proto-

col ends. However, agents are usually engaged in a se-

ries of dialogues, either about the same argument with

different agents, with the same agent about different

arguments, or combinations of those. In this more gen-

eral setting, the epistemic component of arguments can

be exploited in order to learn the behavior of agents.

More specifically, arguments are no mere pieces of in-

formation that attack each other but can be in other

relationships as well, as can also be formalized using

structured approaches to argumentation [14,7]. For ex-

ample, arguments may support each other and, in par-

ticular, the awareness of a specific argument may imply

the awareness of another argument. Consider the ex-

ample from the introduction about conspiracy theories

regarding the first moon-landing. After Anna presents

her first argument about the inconsistent shadows in

the pictures, Bob might come to believe that Anna has

done some fair reading on the moon-landing and its
conspiracy theories. So he might already believe (up to

a certain degree) that Anna will also have some argu-

ments regarding e. g. the fluttering flag.

The relationships of arguments with respect to their

mutual appearance can be learned by engaging in mul-

tiple dialogues and observing these co-occurrences mul-

tiple times. In [17] the authors exactly follow this ap-

proach and learn opponent models from experience. A

relationship graph records co-occurrences of arguments

brought forward by other agents and this graph is used

to predict of what other arguments a particular agents

knows given a partial observation of that agent’s be-

havior.



Strategic Argumentation in Multi-Agent Systems 9

7 Further Works

In this overview paper we focused on strategic argu-

ment selection with respect to argumentation games

with grounded semantics. There are other works which

discuss strategic aspects in argumentation but do not

entirely fit this framework. We will have a look at some

of them in this section.

The work [32] deals with merging labelings (which

are a generalization of extensions). In their setting, the

argumentation framework AF is fixed and known to all

agents. However, the agents may disagree on what la-

beling/extension to use to evaluate AF. Recall that for

other semantics than grounded semantics, the label-

ing/extension conforming to this semantics may not be

uniquely determined, cf. [3]. For example, in an argu-

mentation framework consisting of two arguments A1

and A2 with a mutual attack between them (A1 → A2

and A2 → A1) there are two preferred extensions E1

and E2 with E1 = {A1} and E2 = {A2}. In such

a setting, different agents may adopt different label-

ings/extensions for evaluation and [32] deal with the

question of how to merge this set of labelings/extensions

into a single one that can be used for collective eval-

uation. This problem is closely related to the prob-

lem of judgement aggregation [1] and, therefore, also

exploitable by strategic manipulation. Agents can lie

about their labeling/extension in order to manipulate

the merging process and the final outcome.

The paper [18] discusses strategic behavior for ar-

gumentation in social contexts. In that paper the term

strategy has a slightly different meaning than we used

here. The work [18] describes a multi-agent setting with

social obligations and presents a framework for resolv-

ing conflicts of obligations through negotiation. Strate-

gies are then used to deal with failed negotiations such

as by demanding compensation for not fulfilling an obli-

gation or by incorporating threats or promises into the

argumentation process.

In [35] the authors use defeasible logic as the means

to represent beliefs and as the building blocks for ar-

guments. They consider dialogues of agents exchanging

formulas and use game trees to analyze and predict ex-

pected outcomes. These predictions can then be used

to guide argument selection.

8 Discussion

This paper gave a brief overview of the field of strate-

gic argumentation in multi-agent systems. We discussed

general properties of argumentation dialogues and ap-

proaches for strategic exploitation.

One challenge of research in strategic argumenta-

tion concerns its evaluation. Usually, research in com-

putational models of argumentation is evaluated ana-

lytically by proving certain desirable properties or relat-

ing the work to other fields such as other approaches to

non-monontonic reasoning. However, the analysis of ap-

proaches to argumentation in multi-agent systems be-

comes complex very fast, in particular, if non-trivial

examples of dialogues are studied. Although most re-

searchers in strategic argumentation come from knowl-

edge representation research, many have adopted now

empirical evaluation methods to show the feasibility of

their approaches, as is also common in other subfields of

multi-agent systems research. Some examples of works

employing empirical evaluation (mostly on artificially

generated argumentation frameworks and argumenta-

tion games) are [18,16,33]. The Tweety libraries for log-

ical aspects of artificial intelligence and knowledge rep-

resentation1 also contain an evaluation framework for

strategic argument selection as it has been discussed in

this paper.

In this overview paper we only tackled the issue

of strategic argumentation on abstract argumentation

frameworks. When considering structured argumenta-

tion frameworks such as ASPIC [27], Defeasible Logic

Programming [14], or deductive argumentation [7] fur-

ther issues relating to strategical behavior arise. In struc-

tured argumentation frameworks arguments are built

by combining smaller logical elements such as rules and

facts. The attack relation in these frameworks is then

usually derived by using logical contradiction, e. g,. an

argument claiming a proposition a by using the rule

b → a and the fact b attacks an argument claiming

c which uses the rules d → ¬a and ¬a → c and the

fact d. When agents exchange rules, facts, and argu-

ments the possibility arises that these elements can be

combined to new arguments that have been unknown

before. There are only few works on strategic issues for

structured argumentation but some discussion can be

found in [37].

1 http://www.mthimm.de/projects/tweety/
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Approaches to strategic argumentation can be used

e. g. for decision-support tools for legal reasoning [35,

34,4,36] or for autonomous negotiation agents [18,16].

Furthermore, research in strategic argumentation also

helps in understanding how humans act strategically in

dialogues and how their behavior can be predicted. The

research field is still quite young and there are a lot of

opportunities to advance it further.
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