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Abstract

In this paper, we extend previous work on distributed
argumentation using Defeasible Logic Programming.
There, several agents form a multi agent setting, in
which they are able to generate arguments for a given
query and counterarguments to the arguments of other
agents. The framework is monitored by a moderator,
which coordinates the argumentation process and can
be seen as a judge overlooking the defender and accuser
in a legal case. We extend this framework by allowing
the agents to form alliances. We introduce a notion of
cooperation for agents calledllaborations which al-

low the agents not only to argue with one another, but
to share their beliefs in order to jointly generate new ar-
guments. We give a declarative definition as well as an
algorithmic characterization of the argument generation
process and relate our framework with general Defeasi-
ble Logic Programming.

Introduction

Defeasible argumentation (Prakken & Vreeswijk 2002)
deals with argumentative reasoning using uncertain knowl-
edge. An instantiation of defeasible argumentation is De-
feasible Logic Programmind)eLP) by Garcia and Simari
(Garcia & Simari 2004) and is an approach for logical argu-
mentative reasoning (Rahwan & Amgoud 2006; Besnard &
Hunter 2000) based on defeasible logicDeLP the belief

in literals is supported by arguments and in order to handle
conflicting information a warrant procedure decides which
information has the strongest grounds to believe in.

There are many approaches to realize multi agent argu-

mentation and especially negotiation (Kraus 1997; Booth
2002) in multi agent systems. Whereas in (Amgoud, Di-
mopolous, & Moraitis 2007; Parsons, Sierra, & Jennings
1998) and especially in (Bench-Capon 2003), the focus lies
on using argumentation for persuasion, here we use argu
mentation to reach a common conclusion of a group of
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agents. Considering a jury court it is reasonable to assume
that there are jurors who are less competent in jurisdiction
than others. However it is the main goal to reach an agree-
ment regarding the given case rather than unifying the guror
beliefs.

In this paper, a distributed argumentation framework for
cooperative agents is introduced in which agents may have
independent or overlapping belief bases. Here, follow-
ing (Thimm 2008; Thimm & Kern-Isberner 2008a), Defea-
sible Logic Programming is used for knowledge represen-
tation. Hence, agents belief bases will be sets of defeasi-
ble rules (Garcia & Simari 2004) and agents may build ar-
gument using their local rules. Similar to (Mora, Alferes,
& Schroeder 1998; de Almeida & Alferes 2006), we will
define a notion otollaborationand a mechanisms that al-
low agents to cooperate for building arguments will be in-
troduced.

In many different scenarios the cooperation of agents in a
multi agent setting is desirable. Suppose that in a legal dis
pute a team of lawyers have to work together, acting as one
accuser or defender. Or imagine a dispute between political
parties, where each member tries to defend their party’s in-
terests. The simplest solution to these kinds of scenasios i
to represent each whole team or party as one single agent,
thus merging the beliefs of the members into one knowledge
base. But from a knowledge representational point of view
it is more realistic to represent each member of such a team
as an individual agent and let these agents collaborate with
each other. Another drawback of the first approach is a com-
putational one. If the knowledge of many members of a team
is joined, the computation of arguments can be expensive, as
the whole knowledge base has to be searched. If a team is
made up of many agents, each an expertin his field, the con-
struction and evaluation of arguments can be divided upon
them and only the agents, that can contribute, do so.

The framework proposed in (Thimm & Kern-Isberner
2008a) consists of several agents and a central moderator,
which coordinates the argumentation process undertaken by
the agents. The moderator accepts a query, consisting of a



single literal, and asks the agents to argue about the warran
status of it. That framework was motivated for modeling
situations where participating agents have opposite vigws
the given query (e. g. a legal dispute, where agents take the
roles of accuser and defender). Therefore, each agent build
its own arguments using its local belief and it may attack or
defend arguments of other agents. In this paper, we extend
that framework by considering groups of agents who may
collaborate in order to build better arguments using belief
of other agents. A collaboration is basically a set of agents
that form an alliance for argument construction. With the
use of collaborations, we are able to derive more arguments
than in the case with no collaborations. The key idea of com-
puting collaborated arguments is similar to (Méra, Alfere

& Schroeder 1998) but uses another conceptdirtial ar-
gument As will be described below, a partial argument is
some kind of an intermediate result when constructing an
argument in a distributed manner. Partial arguments help
collecting the rules that are necessary to derive a cormiusi
from the local belief bases.

The paper is organized as follows. In the next section, a
brief introduction to Defeasible Logic Programming and the
distributed framework of (Thimm & Kern-Isberner 2008a)
is presented. We continue by introducing collaboratiots in
the multi agent setting, that allow the agents to jointlyidbui

arguments. We proof soundness and completeness of the

algorithmic representation of collaborated argument ggene

tion, followed by a comparison of our approach with Defea-
sible Logic Programming and other related work. Finally,
we conclude we a summary and an outlook to further work.

Distributed Argumentation using DeLP

We give a brief introduction in the distributed argumenta-
tion frameworkArgMAS (Argumentation-based multi agent
systemproposed in (Thimm 2008; Thimm & Kern-Isberner

2008a; 2008b) adapted to our needs in this paper. The frame-

work is based upobeLP (Defeasible Logic Programming)
(Garcia & Simari 2004) and consists of several agents and a
central moderator, which coordinates the argumentation pr
cess undertaken by the agents. An overview of such a sys-
tem is depicted in figure 1. The moderator accepts a query,
consisting of a single literal, and asks the agents to argue
about the warrant status of it, i. e., whether the literalt®r i
negation can be supported by an ultimately undefeated ar-
gument. Agents use the global belief base of the system,
which contains strict knowledge, and their own local belief

bases consisting of defeasible knowledge to generate argu-
ments. Eventually the system returns an answer to the ques-

tioner that describes the final status of the literal based on
the agents’ individual beliefs.

We start our description of this framework by present-
ing the basic argumentative formalisms@éLP(Garcia &
Simari 2004).

Defeasible Logic Programming

The basic elements @eLP are facts and rules. Let de-
note a set of ground literals, where a litetals a ground
atom A or a negated ground atomA, where the symbol
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Figure 1. An argumentation-based multi agent system
(ArgMAS)
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~ represents the strong negation. Overlining will be used
to denote the complement of a literal with respect to strong
negation, i.e., itig =~p and~p = p for a ground atonp.
Aliteral h € L is also called dact

The set of rules is divided into strict rules, i. e., rules en-
coding strict consequences, and defeasible rules which de-
rive uncertain or defeasible conclusions.stict rule is an
ordered paih — B, whereh € £ andB C L. A defeasible
rule is an ordered paih < B, whereh € £ andB C L.

A defeasible rule is used to describe tentative knowledge as
in “birds fly”. We use the functionsody/1 andhead/1 to
refer to the head resp. body of a defeasible or strict rule.
Strict and defeasible rules are ground. However, following
the usual convention (Lifschitz 1996), some examples will
use “schematic rules” with variables (denoted with an ini-
tial uppercase letter). L&YEF x resp.STRx be the set of

all defeasible resp. strict rules, that can be construciéd w
literals fromX C £. We will omit the subscripts when re-
ferring to the whole set of literals, e. g. we writeDEF for
DEF,.

Using facts, strict and defeasible rules, one is able to de-
rive additional beliefs as in other rule-based systems. Let
X C LUSTRUDEF be a set of facts, strict rules, defeasible
rules, and let furthermork € L. A (defeasible) derivation
of h from X, denotedX |~ h, consists of a finite sequence
hi,...,h, = h of literals (; € £) such thath; is a fact
(h; € X) or there is a strict or defeasible rule X with
headh; and bodyby, ..., by, Wwhere eveny; (1 <1 < k)is
an elemenk; with j < 4. If the derivation of a literak only
uses strict rules, the derivation is calledtact derivation.

A setX is contradictory denotedX k L, iff there exist de-
feasible derivations of two complementary literals frém

In difference toDelLP, the framework ofArgMAS divides
the strict and defeasible knowledge into a global belieEbas
and several local belief bases which constitute the indidid
beliefs of each agent.

Definition 1 (Belief bases) A global belief basdl C £ U
STRis a non-contradictory set of strict rules and facts. A set
of defeasible ruled\ C DEF is called docal belief base

Given a set of agentd = {A;,..., A,} every agent4;
maintains a local belief bask; (1 < ¢ < n) which repre-
sents his own belief.



Example 1 ((Garcia & Simari 2004), example 2.1)et a
global belief basé&l and a local belief basA be given by

chicken(tina)
scared(tina)
penguin(tweety)

bird(X) « chicken(X)
bird(X) «— penguin(X)
~flies(X) «— penguin(X)

flies(X) —< bird(X)

~flies(X)—< chicken(X)

flies(X) —< chicken(X), scared(X)
nests_in_trees(X) —< flies(X)

The global belief basél contains the facts, that Tina is a
scared chicken and that Tweety is penguin. The strict rules
state that all chickens and all penguins are birds, and pen-
guins cannot fly. The defeasible rules of the local belieébas
A express that birds normally fly, chickens normally do not
fly (except when they are scared) and something that flies
normally nests in trees.

As facts and strict rules describe strict knowledge, it & re
sonable to assunié to be non-contradictory, i. e., there are
no derivations of complementary literals frdrmonly. But
when considering several (or just one) local belief bases
A4, ..., A, of other agents, which may have different be-
liefs, thenlTu A; U... U A,, can be contradictory.

Definition 2 (Argument, Subargument) et h € L be a
literal and letlI resp.A be a global resp. local belief base.
(A, h) is anargumentfor h, iff

ACA,

there exists a defeasible derivationfofrom IT U A,

the sefll U A is non-contradictory, and

A is minimal with respect to set inclusion.

The literalh will be calledconclusionand the set4 will be
calledsupportof the argumen{A, k). An argumentB, ¢)
is a subargumenbf an argumentA, h), iff B C A. Let
ARG A be the set of all arguments that can be built flAm
andA.

Two literalsh andh; disagreeregarding a global belief base
I1, iff the setIl U {h, h,} is contradictory. Two comple-
mentary literalp und ~p disagree trivially, because for ev-
ery II the setll U {p, ~p} is contradictory. But two liter-
als which are not contradictory, can disagree as well. For
IT = {(~h < b),(h — a)} the literalsa andb disagree,
becausé@I U {a, b} is contradictory.

We call an argumentA;, k1) a counterargumento an
argument(As, ho) at a literalh, iff there is a subargument
(A, h) of (A, he) such that, andh; disagree.

In order to deal with counterarguments to other argu-
ments, a central aspect of defeasible argumentation become
a formal comparison criterion among arguments. A possible
preference relation among argument&sneralized Speci-
ficity (Stolzenburget al. 2003). According to this criterion
an argument is preferred to another argument, iff the for-
mer one is morespecificthan the latter, i.e., (informally)
iff the former one uses more facts or less rules. For exam-
ple, ({¢ —< a,b}, ¢) is more specific thak{~c —< a}, ~c).

A

For a formal definition and and desirable properties of pref-
erence criterions in general see (Stolzenbetrgl. 2003;
Garcia & Simari 2004). For the rest of this paper we use

to denote an arbitrary but fixed preference criterion among
arguments. The preference criterion is needed to decide
whether an argument defeats another or not, as disagreement
does not imply preference.

Definition 3 (Defeater) An argument(A;, h;) is a de-
featerof an argument.A;, hs), iff there is a subargument
(A, h) of (As, he) such that(A;, h;) is a counterargument
of (A, ho) atliteralh and either. Ay, hy) = (A, h) (proper
defeajor (A1, h1) # (A, h) and(A, h) # (A1, h1) (block-
ing defea}.

When considering sequences of arguments, the definition of
defeat is not sufficient to describe a conclusive argumenta-
tion line. Defeat only takes an argument and its counterar-
gument into consideration, but disregards preceeding argu
ments. But we expect also properties liken-circularityor
concordancdrom an argumentation sequence. See (Garcia
& Simari 2004) for a more detailed description of acceptable
argumentation lines.

Definition 4 (Acceptable Argumentation Line) et IT be a
global belief base. LeA = [(A1, k1), ..., (Am, hm)] be a
sequence of some argumentsis calledacceptable argu-
mentation lineiff

1. Ais afinite sequence,

2. every argumentA;, h;) with ¢ > 1 is a defeater of its
predecessotA;_1,h;—1) and if (A4;, h;) is a blocking
defeater of(A4;_1,h;—1) and (4;;1, h;1) exists, then
(Aiy1,hiv1) is a proper defeater df4;, h;),

3. ITU A; U A3 U...is non-contradictoryqoncordance of
supporting argumenys

4. TTU Ay U A4 U ... is non-contradictoryqoncordance of
interfering arguments and

5. no argumentAy, hy) is a subargument of an argument
<Ai, h2> with i < k.

Let SEQ denote the set of all sequences of arguments that
can be built using rules froEF, STR and facts fromc_.

Let + denote the concatenation of argumentation lines and
arguments, e. d{A1, h1), ..., {An, hp)]+ (B, h) stands for
[<A17 h1>7 cr <Ana hn>a <Bv h>]

In DeLP a literal i is warranted if there is an argument
(A, h) which is non-defeated in the end. To decide whether
(A, h) is defeated or not, every acceptable argumentation
line starting with(.A, ») has to be considered.

Definition 5 (Dialectical Tree) Let I be a global belief base
andA,,..., A, be local belief bases. Lét4g, hy) be an
argument. Adialectical treefor (Ao, ho), denotedZ| 4, 5,).
is defined as follows.

1. Theroot ofT is (Ag, ho)-

2. Let (A,,h,) be a node in7 and let A
[{(Ao, ho), - .., (An, hy)] be the sequence of nodes from
the root to(A,, hy). Let (B1,q1),...,{Bk, q;) be the
defeaters of A,, h,,). For every defeate(;, ¢;) with
1 < ¢ < k such that the argumentation linf =



[(Ao, ho), -, (An, hyn), (Bi, g;)] is acceptable, the node
(A, hy,) has a child;, ¢;). If there is no suchB;, ¢;),
the node(A4,,, h,,) is a leaf.

LetDIA denote the set of all dialectical trees with arguments
that can be built using rules froMEF, STR and facts from
L.

In order to decide whether the argument at the root of a
given dialectical tree is defeated or not, it is necessary to
perform abottom-upanalysis of the tree. Every leaf of the

tree is marked “undefeated” and every inner node is marked 1.

“defeated”, if it has at least one child node marked “unde-
feated”. Otherwise it is marked “undefeated”. LEt, ,,

denote the marked dialectical treeDfy -

We call a literalh warranted iff there is an argument
(A, h) for h such that the root of the marked dialectical tree
Ty 1y Is marked “undefeated”. Thepd, %) is awarrantfor
h. Observe that, if a literah is a fact or has a strict deriva-
tion from a the global belief basd alone, then: is also
warranted as there are no counterargument§¥dr).

Formal Description of the Distributed Framework

We now describe the components of the distributed frame-
work, namely the moderator and the agents, using a func-
tional description of their intended behaviour. As the feam
work of ArgMAS is flexible, many different definitions of
the functions to be presented can be thought of. But we re-
strain them on the notions ®elLP as described above, so
we use the subscripD” to denote theDeLP specific imple-
mentation.

When the moderator receives arguments from the agents,
he builds up several dialectical trees and finally he has to
evaluate them using the bottom-up evaluation method de-
scribed above.

Definition 6 (Analysis functionyp). The analysis func-
tion xp is a functionyp : DIA — {0,1} such that for
every dialectical treer € DIA it holds xp(v) 1 iff
the root argument aof is undefeated.

Furthermore the evaluation of dialectical trees makes only
sense, if the tree was built up according to the definition of

an acceptable argumentation line. Hence, the moderator and
the agents as well, have to check whether new arguments are

valid in the current argumentation line.

Definition 7 (Acceptance functionp ,-). For a given pref-
erence relatios- among arguments, tteeceptance function
7p,w is a functionnp - : SEQ — {0, 1} such that for ev-
ery argument sequence € SEQ it holdsnp .- (A) = 1 iff
A is acceptable according to Definition 4.

It is possible to assume different acceptance functions for
different agents according to different definitions of an
acceptable argumentation line (Thimm & Kern-Isberner
2008b). But in our multi agent system, we assuipe-
to be fixed and the same for the moderator and all agents by
convention.

At the end of the argumentation process for a query
the agents have produced a set of dialectical trees with root
arguments foh or h, respectively. As we have to distinguish

2.

several different cases, the moderator has to decide, etheth
the queryh is warranted, the negation éfis warranted, or
none of them are warranted in the framework. BtS)
denote the power set of a sgt

Definition 8 (Decision function pp). The deci-
sion function up is a function up : P(DIA) —
{YES,NO,UNDECIDED,UNKNOWN. Let@; C DIA
such that all root arguments of dialectical tree<Jp are
arguments fop or for p, thenup is defined as

up(Qp) = YES, if there is a dialectical tree € Q; s.t.
the root ofv is an argument fop andxp(v) = 1.

up(Qp) = NO, if there is a dialectical tree € Q; s.t.
the root ofv is an argument fop andxp(v) = 1.

3. up(Qp) = UNDECIDED, if xp(v) = 0forallv € Qp.
4. up(Qp) = UNKNOWN, if pis not in the languagep(¢
).

The functionup is well-defined, as it cannot be the case that
both conditions 1. and 2. are simultaneously fulfilled, see
for example (Thimm & Kern-Isberner 2008c).

The above functions are sufficient to define the moderator
of the framework.

Definition 9 (Moderator) For a given preference relation
among arguments, theoderatoris a tuple(up, X, b, )-

The agents of the framework provide two functionalities.
First, they propose initial arguments for a given literal (o
its negation) submitted by the moderator of the framework,
which will be roots of the dialectical trees to be constrdcte
For a given query: it may be necessary to examine both, all
dialectical trees with a root argument farand all dialec-
tical trees with a root argument fér, as a query foi can
only be answered with NO if there is a warrant far Sec-
ond, the agents propose counterarguments to arguments of
other agentsthat are valid in the given argumentation line.
An agent is not obliged to return all his valid arguments for
a given query or all his counterarguments for a given argu-
ment. Therefore, it is possible to model different kinds of
argumentation strategies given different instantiatiofithe
following argument functions.

Definition 10 (Root argument function)Let IT be a global
belief base and lefA be a local belief base. Aoot ar-
gument functionprp A relative toIl and A is a function
em,a £ — PB(ARGH, A ) such that for every literah € £

the setprr A (R) is a set of arguments fdr or for b from II
andA.

Definition 11 (Counterargument function)Let IT be a
global belief base and lek be a local belief base. Aoun-
terargument functionyr; A relative toll andA is a function
YA : SEQ — P(ARG a) such that for every argumen-
tation sequencd € SEQ the setym a(A) is a set of at-
tacks fromIl andA on the last argument of and for every
(B,h) € Ym.a(A) it holds thatp . (A + (B, h)) = 1.

'Furthermore the agents can possibly propose counterargu-
ments to their own arguments, but here we will not consider th
case explicitly.



Here we assume that the root argument and counterargument {(d—=<a,c),(c—=<0b)},d)
functions of all agents are the same and espedialtgplete
i. e, they return all possible arguments for the given situat
and do not omit one.

Given the above definitions an agent of the framework is {(~c—=<a,b)},~c)
defined as follows.

Definition 12 (Agent). LetII be a global belief base. An  Figure 2: The one argumentation produdh Example 2.
agentrelative toIl is a tuple(A, ¢, A, ¥m,a) With a local
belief baseA relative toll, a root argument functiogm a
and a counterargument functighy .

Finally, the definition of an argumentation-based multirsge

moderator determines that the root argument f marked
“defeated” and a® is the only argumentation product &f
ond, the answer of the decision function of the moderator

system can be given as follows. and thus the answer of the systemdis UNDECIDED.
Definition 13 (Argumentation-based multi agent system)
An argumentation-based multi agent systekngMAS) is a Collaborations

tuple (M, 11, {A4, ..., A,}) with a moderatoM/, a global

belief basdl and agentsiy., ... A, relative toll. The distributed argumentation framework described above

serves well when modeling scenarios, where the agents are

Given anArgMAS T" and a queryh, the framework pro- involved in some kind of a dispute and have opposite views
duces an answer tb as follows. First, the moderator of  of the given query, such as a legal dispute, where agents
T asks all agents for initial arguments forand forh and take the roles of accuser and defender (Thimm 2008). But

starts a dialectical tree with each of them as root arguments  the framework fails to model situations, in which the agents
Then for each of these arguments, the moderator asks everyshould cooperate in order to reach a common solution, be-
agent for counterarguments and incorporates them into the cause they cannot share their beliefs in order to construct
corresponding dialectical trees accordingly. This predss arguments that cannot be constructed by one agent alone.
repeated for every new argument until no more arguments Example 3. Let T = (M, 11, {A;, A}) be anArgMAS
can b_e cor_lstruqted. Eventually the moderator a_nalyses thewith I = {a,d} and letA, resp.A, be the local belief
resulting dialectical trees and returns the appropriase/an :

) ; . ST . bases of4; resp.A, with
to the questioner. A dialectical tree built via this process

is called anargumentation productThe answer behaviour Ay = {(b—=<a),(b=<a,c)} and
of an ArgMAS is determined by the decision function of Ay = {(~b—=<a),(c—=d)}
its moderator. For a querly € £ and andArgMAS T the ’
answerof T onh is up ({v1, ..., v, }), whereup is the de- Given the query, T yields two argumentation products
cision function of the moderator & and {vy,...,v,} is
the set of all argumentation productsBfor . [({(b—=a)},b), {{{(~b—<a)},~b)] and
We conclude this section with an example that illustrates [(({(~b—<a)},~b), {{(b—=<a)},b)]

the above definitions. As the roots of both argumentation products will be marked

Example 2. Suppose alrgMAS T' = (M, 11, {A1, A2 }) “defeated”, the answer af onb is UNDECIDED.
with two agentsA;, A;. The global belief basél and the Observe that there is the additional argument
local belief basef\; resp.A; of the agents!, resp.A, are {(b—=<a,c),(c—<d)},b), that could be constructed,
given by if both agents share their beliefs. This argument cannot be
I = {ab} defeated by({(~b —< a)}, ~b), as the first is more specific
than the second, and thus would be a warranbfofo in

Ar = {(d—=a,e),(c=b)}, this case, the answer of the system for quieishould be

Ay = {(~c—=a,b)}. YES instead of UNDECIDED.
AssumeGeneralized Specificitgs the preference relation In (Mobra, Alferes, & Schroeder 1998) a framework for

among arguments and létbe the query under considera- cooperating agents in a context very similar to that of an
tion. When the moderator passes this query to the agents, ArgMAS was introduced. There — in contrast to here —
only the root argument function of; returns a non-empty  extended logic programs (Gelfond & Lifschitz 1991) were
set of root arguments, namely the set that contains the oneused to model an agent’s belief. We follow the ideas of
argumentX; = ({(d < a,¢), (c < 1)}, d). The moderator (Mbora, Alferes, & Schroeder 1998) to define the notion of

starts the construction of one dialectical tree with as its collaborationand the mechanisms that allow our agents to
root. Then he asks every agent for counterargumenfs,on cooperate in amArgMAS, but extend their framework ac-
that are acceptable after the argumentation|[iXig. There cording to our needs.

only the counterargument function af; returns the only We begin by defining &ollaborationwhich describes a
possible counterargume({t(~c —< a, b)}, ~c). After that, coalition of several agents, like a team of lawyers or a po-
no more arguments can be constructed and the final dialec- litical party. A collaboration describes a set of agentsheac
tical tree, i. e., the one final argumentation productan be obliged to one another to support them with necessary infor-

seen in Figure 2. After applying his analysis function, the mation.



Definition =

14  (Collaboration) Let T
(M,11,{A,,...,A,}) be an ArgMAS. A collabora-
tion C of T' is a set of agents withh C {A;,..., A, }.

A collaboration is basically a set of agents that form an al-
liance for argument construction. With the use of collabora

bases of agentd,,...,A; € 2 andn be an acceptance
function. The agentd, o ¢yt n) is called themeta
agent associated to the collaboratiafi with functions
gocc‘?” : L — P(ARG A U..UA,) andwcc"” : SEQ —
PB(ARG A,U..uA,)-

tions, we are able to derive more arguments than in the case Definition 17 (Collaborative ArgMAS). A tuple ' =

with no collaborations. Observe, that we do not impose any
conditions on collaborations. Although it might be appro-
priate to enforce the agents in a collaboration (for exainple
to have non-conflicting beliefs, we do not restrain the above
definition to stay simple in our presentation. Furthermore,
if an agent has conflicting beliefs with its partners in a col-
laboration, this does not affect the conjoint constructibn
arguments, since not all rules of each agents have to be in
conflict.

Definition 15 (Collaborated argument)etT = (M, II, 2A)
be anArgMAS andC = {A4,,..., A;} C 2 acollaboration
of T.If Aq,...,A; are thelocal belief bases df;, ..., A;,
then an argumentA, &) is a collaborated argumentf the
collaborationC' iff (A,h) € ARG, A,u..uA,s I-€., (A, R)
is an argument regarding the global belief bHseith A C
AL U...UA;.

Example 4. Consider again thé\rgMAS of example 3.
Suppose agentd; and A, are members of a collaboration
C,i.e.,C ={A41,As}. Then

{(b—=a,¢), (c=d)},b)

is a collaborated argument 6f.

We call (A, h) astrict collaborated argument of the collab-
orationC iff it is a collaborated argument af' and it can

not be constructed by any agent alone, i.e., itlig. A for
every local belief basé of an agent inC. For instance,
the argument in example 4 is a strict collaborated argument.
In the upcoming algorithm, we do not intend to generate
only strict collaborated arguments. This means, that the al
gorithm will also generate arguments, that could have been
generated by an agent alone. A modification of the algo-
rithm to suppress the generation of non-strict collabarate
arguments is straightforward, but loses simplicity ana-cla
ity.

We can describe the intended behaviour of the distributed
framework including collaborations by introducing meta
agents, each representing a collaboration, and then subsum
ing the extended case with collaborations by the simple
framework described in the last section. Without consid-
ering these meta agents, the generation of collaboratee arg

(M,I1,{A,,..., A, },{C1,...,Cy}) is a collaborative
ArgMAS if 7' = (M, 11, {Ay, ..., An, Acy, ..., Ac,, }) IS
anArgMAS with A¢, being the meta agent associated to the
collaborationC; (for 1 < i < m).

The above definition does not impose, that an agent cannot
belong to more than one collaboration, but in the following
we only consider the case, whetg, ..., C,, are disjoint.

Before turning to the operational aspects of computing
collaborated arguments, we give a small example to illus-
trate collaborations.

Example 5. LetIl = {(h < a,b),c,d} and two local be-
lief basesA, A, of two agentsd;, As given by

Ay {la—=¢), (g =d)},

Dy = {(b—=<1),(f =9}

Let C = {4, A2} be a collaboration andl- the corre-
sponding meta agent. When asked for an argumerit foe
two agents alonel; and A, can obviously not return any.
But when combing their beliefs, the meta agdpt is able
to generate the argument

{la—=¢), (b= 1).(f =9g),(g=d)},h) ,

which makes also use of the strict rdle— a, b.

Generating collaborated arguments

The key idea of computing collaborated arguments is similar
to (Mora, Alferes, & Schroeder 1998) but uses another char-
acterization of gartial argument While Mora et al. impose

a partial argument to be a partial derivation with no interme
diate rules missing, we define a partial argument declara-
tively as an argument with some additional facts missing.
For both, a partial argument is some kind of an intermediate
result when constructing an argument in a distributed man-
ner.

Definition 18 (Partial argument) Let 1T be a global be-
lief base andR C DEF a set of defeasible rules. A tuple
(A, h) is apartial argumentfor a literal h regardingll and
R, iff A C R and there is a set of literal8 C £ such
that (4,h) € ARGnur,g, i.€., (4,h) is an argument in
IIUF, R). The smallest set& (regarding set inclusion) sat-

ments must be done completely autonomously by the agentsisfying this condition are callettee sets The set of all free

of a collaboration alone. We do not address this issue in the
present work, but leave it open for future research. For now,
assume thapg?!! resp.y&! is a root argument resp. coun-
terargument function that generates collaborated argtsnen
of the collaboratiorC'. We will give a formal definition of
these functions and an operational description of their-com
putation in the next subsection.

Definition 16 (Associated meta agent)etT = (M, IL, )
be an ArgMAS, C = {4;,..., 4} C 2 be a col-
laboration of T" with A;,...,/A; being the local belief

sets is denotedree((A, h)) for a partial argumentA, h).
Let PARp, r be the set of all partial arguments for the global
belief basdl and a set of defeasible rulésC DEF.

Example 6. LetIl = {(h < a), (h < b)}. Then((, h) is a
partial argument (regardifgEF), since there is a set of lit-
erals, namelya}, such that(), &) is an argument regarding
II'" = {(h < a),(h < b),a}. The same is true for the set
{b}, so the free sets df), 1) regardindll are given by

free((D,h)) = {{a},{b}}



o

POOWOO~NOUITWNE

Example 7. LetIl = {(h < a,b),b} and A = {(a < ¢)}.
Then (A, h) is a partial argument (regardirigEF), since
{c} is afree set of A, h) regardindl:

free((A, h)) = {{c}}
Observe, that every argumefd, 1) is also a partial argu-
ment (with free((A, h)) = (), as well ag(), h) for anyh.

Our approach to compute collaborated arguments is a top-
down approach that starts with the empty set and iteratively
adds defeasible rules until the given conclusion can be de-
rived. For this purpose we equip every agent with a function
that extends a given partial argument as much as possible.

Definition 19 (Partial argument function)Let IT be a global
belief base,A be an agent and\ 4 its local belief base. A
partial argument functiom: 4 for agentA is a functionx 4 :
PARm, per — PB(PARm per) and is defined as

ka({(A,h)) = {(A',h) € PARn aua, | A D A}

Example 8. LetII = {(d < ¢)} be a global belief base and
A be an agent with a local belief base

A={(g—=cd),(e—=f)}

Thenitis

ka((0,9) = {(A1,9), (A2,9)}
with

A = {lg—=cd},

Ay = {lg—=cd),(e=[)}

Furthermore it isfree({(41,9)) = {{c d},{c,e}} and
free((Asz, 9)) = {{c, }}

Using the partial argument functions of the agents in a col-

laboration, the associated meta agent is able to computeyielding no further extension toXj,.

the collaborated arguments for a given litetalwith Al-
gorithm 1. The algorithnCol | abor at edAr gurent s
takes as input a global belief bask a collaboration of
agents{ Ay, ..., A;} and a literalh, and it returns the set of
all collaborated arguments ¢f4,,..., A;} in a backward
chaining manner.

Col | abor at edAr gunent s( 11, {A44,..
i Args = {(0,h)}
CArgs :
while iArgs #
remove a tuple (A4,h) fromiArgs
if free((4,h)) =0 then

LA} R)

CArgs := cArgs U (A,h)
el se
for i from1lto |

i Args :
return cArgs

i Args U ra,((A,R))

Algorithm 1: Construction of collaborated arguments

First, the algorithm initializes the set of partial argurtsen

i Ar gs with the trivial partial argument), i) (line 2). As
long as there are partial arguments available, the algorith
removes one of them fromAr gs and extends it in every
possible way, i. e., by eliminating free literals from angdr
set by every agents’ partial argument function. When an
argument is complete, i. efree({A, h)) = 0, the argument
can be added to the result set (line 6,7).

Example 9. LetII be a global belief base with

{(g =), (d—[)ab}

and letA;, A, be two agents with local belief basés, As,
respectively, given by

Ay {(c=<a),(c—=<h),(d—=<e)} and
Az {lg—=d),(e=<b)}

Let ¢ be a query and consider the following exemplary
execution of Col | abor at edAr gunent s on the call
Col | abor at edAr gunent s(II, {41, A2}, g) .

First, the sef Ar gs is initialized with the partial argu-
mentX; = (0, g). As free(X1) = {{g},{c}} # 0 the al-
gorithm continues at line 10. Therey, (X ) is called yield-
ing { X1, X3} as the set of possible extensionsXe with
Xs ={(c—=<a),g)andXs5 = {(¢c < h),g). Thenk,(X1)
is called yieldingX, = ((g —< d), g) as a possible extension
to X;. So back at line 4 we haveAr gs= { X, X3, X4}

Let thenX3 be chosen at line 5. Agree(X3) = {{h}}
the algorithm continues at line 10. Neither agent can ex-
tend X3 because neither has a defeasible rule with head
nor is there a strict rule with hedd so it isk4,(X3) =
ka,(X3) = 0. Back at line 4 we haveAr gs= { X, X4 }.

Let then X, be chosen at line 5. Agree(Xs) = 0 the
algorithm continues at line 7 anil, is added to the result
setcAr gs.

Now it is i Args= {X4} and free(X4) = {{d}}.
Continuing at line 10, k4, (X4) is called yielding
X5 ((9=<d),(d—=<ce),g) and ka,(X4) is called
So back at
line 4 we havei Args={X5} with free(Xs)
{{e}}. Finally, agentA, completesX; yielding Xs
{(g = d), (d—= €), (e — b), g) with free(Xs) = 0.

So,Col | abor at edAr gunent s(II, {4;, A2}, g) re-
turns the set Ar gs= { X, X¢}.

Using theCol | abor at edAr gunent s algorithm we are
now able to define the root argument and counterargument
functions of the associated meta agents.

II

Definition 20 (Root argument functiopg?!!). Let IT be a
global belief base” = {A4,,..., A;} a collaboration with
A; being the local belief base of ageat (1 < i <) and
h a literal. The functionp$? : £ — PB(ARGH A, u..ua, ) iS
defined as

o ()

Col | abor at edAr gument s(1II, C, h) U
Col | abor at edAr gunment s(I1, C, ~h)

Definition 21 (Counterargument functiopge'!). Let IT be

a global belief base’ C = {A4,...,A;} a collaboration
with A; being the local belief base of ageaf (1 < i <)
andh a literal. Let\ be an argumentation sequence. The
functiony&!! : SEQ — PB(ARGH A, u..ua,) is defined as

PE(N) = {(A,h) € ARG AU, | 3R (A h) €
Col | abor at edAr gument s(II, C, h) A
A+ (A, h) is acceptable



Example 10. We continue Example 5. So ldi
{(h « a,b),c,d} andtwo local belief bases;, A, of two
agentsA;, A, given by

A {(a—=¢),(g—=d)},
A, {(0—=1),(f =9}

Let there be a collaboratio = {A;, A2} and A¢ the
corresponding meta agent. Given the quirythe agent
Ac would use his root argument functiapg?’! and thus
the algorithmCol | abor at edAr gurrent s in order to
generate a root argument for or againhst In the algo-
rithm Col | abor at edAr gunent s for the literal h the
seti Ar gs is initialized with { (0, h) } with free((D,h)) =
{{h},{a,b}}. This means, that the partial argumepth)
can be completed by either an argument/foor by argu-
ments for bothu andb using the strict ruléh — «,b). Ob-
serve that there is no possibility to compléfeh) without
the use of the strict ruleh — a,b), as no agent has a de-
feasible rule withh as its head.

Next, suppose, thatds asks agentA; to extend
the partial argument,h). As A; has a defeasi-
ble rule for a, he can extend(,h) to (A, h) with
A {(a =<¢)} and free((A,h)) = {{b}}. Agent
A, can then extend(A,h) to (A’,h) with A’
{(a—=c), (b—= f),(f = )} and frec((A', h) = {{g}}
and finally agentA; can extend(A’,h) to (A" h)

with A” = {(a—=<¢),(b—=f),(f <g),(g <d)} and
free({A”, h)) = 0.
Observe, that the algorithm Col | abor at ed-

Argument s generates this argument also on other
ways than the described above, e. g. by first using the partial
argument (b —< f), h) provided byAs.

Soundness and completeness

We will now show, that the algorithn€ol | abor at ed-
Ar gunent s is sound and complete. The soundness and
completeness of the root argument functipgf!’ and the
counterargument functiongs! then follow directly.

We start by showing soundness, i.e.,
every argument (A,h) that is returned
Col | abor at edAr gunent s(II, {A1,..., A,}, h)
is indeed a collaborated argument®fvith conclusionh.

Theorem 1(Soundness)LetIl be a global belief base&; =
{Ai,..., A, } beacollaboration of agentd,, ..., A, with
local belief base\, ..., A, respectively. Ify is a literal
and

(A,h') € Col | abor at edAr gunent s(11, C, h) ,

thenh = 1’ and (A, 1) is a collaborated argument af.

that
by

Proof. It is clear due to line 7 of Algorithm 1 thdt = 7’.
So it remains to show, thét, 1) is a collaborated argument
of C, i.e., that(4, h) is an argument ofII, A’) with A’
ALU...UA,.

1. Clearly itisA C A’ because the partial argument func-
tion of an agen#4; (1 < i < n) only adds defeasible rules
to the argument that belong fv; C A'.

2. (A, h) defeasibly derive, because itigree({A4, h)) =

¢ (line 6 in Algorithm 1).

A is non-contradictory, because the partial argument
functions of the agents only return partial arguments
due to definition. A partial argument must be non-
contradictory, as there must be an extension (possibly an
extension by as in the last completion step of a partial ar-
gument) that is an argument and hence non-contradictory.

4. (A, h) is minimal using the same argumentation as above.
O

3.

Furthermore our algorithm is complete in the sense, that if
(A, h) is a collaborated argument of a collaborat@mwith
respect to a global belief baBe then(.A, k) will be returned

by the algorithnmCol | abor at edAr gunent s.

Theorem 2 (Completeness)LetII be a global belief base,
C ={A4,,...,A,} beacollaboration of agentd, ..., 4,
with local belief bases\,, ..., A, respectively. I{.A, h) is
a collaborated argument @' then it is

(A, h) € Col | abor at edAr gunent s(1I, C, h)

Proof. We have to show, thatA4, k) is added to the set
cAr gs at line 7 of Algorithm 1. Ifh can be strictly de-
rived fromII, i.e., itis A = (), then itis free((A,h)) = 0
and(A, h) is added at line 7 of Algorithm 1. Otherwise, as
(A, h) is a collaborated argument 6f, there is a defeasible
ruler € A with head(r) € K for someK € free({(0, h)).
Letr € Ay forsomek € {1,...,n}, then agentl;, will ex-
tend the partial argumefid, 1) with at least rule- in line 10
of Algorithm 1. Inductively it follows that there is always
an extension of this argument by rules4f As (A4, h) is an
argument, it isfree((A, h)) = () and so(A, h) is added to
CcAr gs in line 7 of Algorithm 1. O

Related work and comparison

In (Thimm & Kern-Isberner 2008b) it has been shown, that
the distributed framework without collaborations subsame
ordinary DeLP, as every defeasible logic program can be
translated into an equivalent distributed framework wité t
same answer behaviour. The other way round is not always
possible, as there are distributed settings, where there is
equivalent single defeasible logic program that models the
same situation. With the use of collaborations we are now
able to establish an equivalence between a special case of
the distributed framework with collaborations and ordinar
DeLP. For the special case of a collaboratdgMAS with

one collaboration involving all agents, the answer behavio

is the same as when considering a defeasible logic program
which is built upon the union of all local belief bases.

Many other proposals exist for introducing argumen-
tative capabilities into distributed systems and esplgcial
negotiation systems, see for example (Kraus 1997; Am-
goud, Dimopolous, & Moraitis 2007; Bench-Capon 2003;
Rueda, Garcia, & Simari 2002; Karunatillageal. 2005).

There are especially two other approaches, that have simi-
larities with the approach proposed in this paper. The frame
work of (Méra, Alferes, & Schroeder 1998; de Almeida &
Alferes 2006) uses extended logic programs to model an



agent’s belief and defines a notion of distributed argumen-
tation using these extended logic programs. The framework

uses the argumentation semantics from (Prakken 1997) and

defines a notion of cooperation, that allows the agents to
share their beliefs in order to construct new arguments. As
this framework uses extended logic programs as the underly-
ing representation formalism, it has a declarative seroanti
in contrast to the dialectical semanticséLP used here.
Black et al. (Black 2007; Black & Hunter 2007) also use
defeasible logic programming as the underlying representa
tion formalism to model distributed argumentation. Com-
plementary to the proposal in this paper, the focus of (Black
2007) is on modeling communication protocols and strate-
gies for successful argumentation between agents. They in-
troduce two kinds of inquiry dialogues, one to generate com-
bined arguments and one for the actual argumentation.

Conclusion

Usually, argumentation is considered as a dialecticalgs®c
which involves two parties, a proponent and an opponent
who generate arguments in order to evaluate reasons in fa-
vor of or against claims. Argumentation might even reflect
deliberations taking place within one single agent.

In this paper, we study argumentation in distributed sce-
narios in which the pro and con parties consist of several col
laborating agents, each agent possessing its own sulgectiv
beliefs but sharing strict knowledge with all other agents.
As a proper framework to realize such distributed argumen-
tation, we choose DelLP (Garcia & Simari 2004) since it al-
lows a distinction between strict, commonly known world
knowledge, on one side, and subjective and defeasible be-
liefs, on the other. Via collaborations, the agents may pro-
duce more and better arguments as any of them might bring
forward when only using its own belief base. For each col-
laboration, we introduce a meta agent that organizes the gen
eration of arguments and counterarguments from the rule
reservoir of each agent in a dialogue. As a crucial con-
cept for handling fragments of arguments effectively tddui
complete arguments, we defingdrtial argumentdy mod-
ifying an idea from (Moéra, Alferes, & Schroeder 1998).

For the operational part of our approach, we present an
algorithm to generate collaborated arguments, and preve it
soundness and completeness. Finally, we show that the
results in this paper generalize the approach proposed in
(Thimm & Kern-Isberner 2008a), and compare our work to
related approaches.

As part of our ongoing work, we explore different appli-
cations of our collaborative argumentation framework. One
particularly appealing scenario is to realize negotiation
a multi-agent system under confidentiality constraints. In
such scenario, each agent tries to hide its subjectivefbelie
as well as possible, while at the same time being interested i
making as much information available as necessary to reach
a good negotiation result.
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