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Wissensreprasentation und -verarbeitung

1 Einleitung

Wissensreprasentation und -verarbeitung (engl. knowledge representation and
reasoning) ist eine Teildisziplin der Kiinstlichen Intelligenz, die sich mit der
formalen und expliziten Reprasentation von Information und Wissen, sowie der
automatischen Anwendung von Schlussfolgerungsmechanismen zur Ableitung
implizitem Wissens, beschéftigt. Besonders relevant bei dieser Definition und das
Hauptunterscheidungsmerkmal zu vielen anderen Teildisziplinen der Kiinstlichen
Intelligenz, insbesondere des Deep Learnings, ist hier, dass Wissen explizit durch
formale Methoden dargestellt wird.

Die Représentation und Bereitstellung von Wissen ist eine fiir die mensch-
lische Zivilisation ungemein wichtiger Aspekt. Das Niederschreiben und die
Weitergabe wissenschaftlicher Erkenntnisse ist beispielweise zentral fiir den wis-
senschaftlichen Fortschritt und die Entwicklung jeglicher Technologie. In gleicher
Weise gilt dies auch fiir alle anderen Aspekte der menschlichen Kultur wie Li-
teratur und Poesie. Die Entwickung von Schrift, Buchdruck und zuletzt der
digitalen Speicherung von Wissen sind fiir unsere heutige Wissensgesellschaft
von hochster Wichtigkeit. Die Fahigkeit des Menschen in Schriftform vorliegendes
Wissen zu verarbeiten, neue Schlussfolgerungen zu betreiben und diese wieder
in Schriftform zu reprisentieren, erlaubt die verteilte, parallele und aufeinander
aufbauende Bearbeitung unterschiedlichster Themen. Heutzutage steht mit dem
World Wide Web (WWW) ein duferst méchtiges Werkzeug zur (menschlichen)
Wissensverarbeitung zur Verfiigung und Webangebote wie Wikipedia bieten
einen breiten Zugriff auf das Wissen der Welt.

Informationssysteme wie das WWW werden aber nicht nur von menschlichen
Agenten benutzt. Immer hdufiger finden sich dort auch kiinstliche Agenten, die im
Auftrag ihrer menschlichen Klienten Aufgaben erledigen. Assistenzsysteme finden
Antworten auf Fragen oder bestellen Produkte bei Online-Marktplattformen.
Verschiedene Onlineangebote zur Planung von Reisen suchen und kombinieren
Flugverbindungen verschiedenster Anbieter, um die beste Losung fiir Anfragen zu
ermitteln. Damit solche Systeme das vorliegende Wissen sinngeméf verarbeiten
konnen, muss es in einer maschinenlesbaren Form vorliegen und bereitgestellt
werden. Wahrend der Aspekt der (technischen) Bereitstellung eher in die For-
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schungsbereiche der Informationssysteme und Datenbanken féllt, werden wir uns
in diesem Kapitel eher mit grundlegenden Fragestellungen der Repréisentation
und Nutzung von Wissen beschiftigen.

2 Grundlegende Konzepte

Das zentrale Werkzeug fiir das Forschungsgebiet der Wissensreprdsentation und
-verarbeitung ist die formale Logik. Mit dem Begriff Logik wird allerdings nicht
nur ein konkreter Formalismus bezeichnet, sondern eine ganze Familie unter-
schiedlichster Ansétze zur Reprasentation von Wissen und zur Formalisierung
von Schlussfolgerungen. Im Allgemeinen besteht ein logisches System aus der
Spezifikation einer Syntax und einer Semantik. Die Syntax definiert dabei die
Objektebene, d. h., die Strukturen und Symbole, die in der entsprechenden Sprache
wohlgeformte Ausdriicke darstellen. Die Semantik hingegen definiert die Bedeu-
tung wohlgeformter Ausdriicke auf der Metaebene. Mithilfe syntaktischer Objekte
wird das explizite Wissen in einer Wissensbasis repréisentiert, also solches Wissen
(beispielsweise Fakten- oder Regelwissen), das konkret gelernt wurde bzw. vorliegt.
Mithilfe von durch die Semantik spezifizierten Schlussfolgerungsmechanismen
kann weiteres implizites Wissen abgeleitet werden.

Schauen wir uns die obigen Begriffe am Beispiel der einfachsten Logik, der
Aussagenlogik, etwas genauer an. Eine Proposition ist eine atomare Aussage, die
entweder wahr oder falsch sein kann, wie zum Beispiel A =, Der Eiffelturm steht
in Paris“ oder B =, Kris Kristofferson war ein Musiker“. Eine Menge solcher
Propositionen bildet dann die Signatur der Sprache und sollte alle atomaren
Aussagen enthalten, iiber die wir in unserer Wissensbasis sprechen mochten.
Logische Formeln konnen nun iiber den Propositionen gebildet werden, um kom-
plexere Sachverhalte und Zusammenhénge zwischen Propositionen darzustellen.
Wollen wir beispielsweise den Sachverhalt modellieren, dass wir uns nicht sicher
sind, ob Kris Kristofferson ein Musiker (Proposition B) oder ein Schauspieler
war (Proposition C' =, Kris Kristofferson war ein Schauspieler®), aber auf jeden
Fall eins von beidem, so repréisentieren wir unser Wissen durch eine Disjunktion
¢1 = BV C'. Hierbei ist ¢ eine zusammengesetzte Formel, die aus den beiden Teil-
formeln (hier Propositionen) B und C' und dem Verkniipfungssymbol V besteht.
Das Symbol V steht hierbei fiir das umgangssprachliche ,,Oder“ und die Formel
¢1 = BV C ist genau dann wahr, wenn wenigstens B oder C wahr sind (oder
auch beide). Neben der Disjunktion enthélt die Sprache der Aussagenlogik noch
einige weitere Verkniipfungssymbole. Die Negation (—) einer Formel stellt die
Verneinung einer Aussage dar. Beispielsweise steht fiir A =,Der Eiffelturm steht
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in Paris“ von oben die Formel ¢o = —A fiir die Aussage, dass der Eiffelturm nicht
in Paris steht. Die Konjunktion (A) verkniipft zwei Formel mit einem logischen
,Und“ Fir B =,Kris Kristofferson war ein Musiker” und C' =,Kris Kristofferson
war ein Schauspieler” steht die Formel ¢3 = B A C fir die Aussage, dass Kris
Kristofferson sowohl Musiker als auch Schauspieler war (was im tibrigen auch
der Realitdt entspricht). Die Implikation (=) modelliert eine Regel. Mit den
Propositionen D =, Es regnet“ und E =,Das Gras ist nass“ modelliert die Formel
¢4 = D = E den Sachverhalt, dass, falls es regnet das Gras nass sein wird. Die
allgemeine Aussagenlogik erlaubt eine beliebige Verschachtelung der Formeltypen,
so dass auch Ausdriicke wie (A A (B = C)) V =D wohlgeformt sind und eine klar
definierte Bedeutung haben (mehr dazu unten). Zusammenfassend ist die Syntax
der Aussagenlogik definiert durch die folgende BNF-Grammatik:

pu=al-g[oNG|OVP|d=¢

wobei a eine Proposition aus einer gegebenen Signatur ist (und Klammerung zur
Strukturierung benutzt werden konnen).

Kommen wir nun zur Semantik der Aussagenlogik. Diese beschreibt die
Bedeutung der Formeln in formaler und maschinenlesbarer Art und Weise und
erlaubt die Ableitung eines Schlussfolgerungsbegriffs, der es ermoglicht aus einer
Menge gegebener Formeln weitere Formeln abzuleiten (siehe unten). Die Semantik
der Aussagenlogik definiert man iiblicherweise modelltheoretisch, d.h., man
benutzt Strukturen, die eine vollstdndige Beschreibung der Welt formalisieren
und gibt an, in welche dieser Welten eine gegebene Formel erfiillt ist. Sei Sig eine
aussagenlogische Signatur, also die Menge aller Aussagen, iiber die wir in unserer
Logik reden méchten, wie beispielsweise Sig = {4, B, C'} von oben (mit A =, Der
Eiffelturm steht in Paris®*, B =, Kris Kristofferson war ein Musiker“, C =, Kris
Kristofferson war ein Schauspieler*). Eine aussagenlogische Interpretation (oder
maogliche Welt) ist eine Funktion w : Sig — {true, false}, also eine Funktion, die
jeder Proposition einen Wahrheitswert true (wahr) oder false (falsch) zuweist,
und damit eine mogliche Situation vollstdndig beschreibt. Die Interpretation w
mit wy (A4) = true, w1 (B) = true und w;(C) = false beschreibt damit die Welt,
in der der Eiffelturm in Paris steht (w1 (A4) = true) und Kris Kristofferson ein
Musiker (w;(B) = true), aber kein Schauspieler (w;(C') = false) war. Die Menge
aller moglichen Kombinationen von Wahrheitswertzuweisungen spannt damit die
Menge aller moglichen Situationen auf.

Wir sagen, dass eine Interpretation w eine Proposition a € Sig erfiillt, wenn
w(a) = true gilt. Wir schreiben dies auch als w = a. Der Erfiillbarkeitsbegriff
kann nun auf beliebige Formeln der aussagenlogischen Sprache erweitert werden,
indem wir die informellen Bedeutungen von oben nun formal beschreiben. Ist ¢
eine Disjunktion von zwei Teilformeln, also ¢ = 11 V 1) fiir zwei Formeln 1, und
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12, so erfiillt eine Interpretation w die Formel ¢, genau dann wenn w die Formel
¢y erfiillt oder w die Formel ¢ erfiillt (oder beide). Ist ¢ die Negation einer
Formel 1, also ¢ = —), so erfiillt eine Interpretation w die Formel ¢, genau dann,
wenn w die Formel 1 nicht erfiillt. Ist ¢ eine Konjunktion von zwei Teilformeln,
also ¢ = 1 Ao fir zwei Formeln 41 und v, so erfiillt eine Interpretation w die
Formel ¢, genau dann wenn w die Formel ) erfiillt und w die Formel 1o erfiillt.
Ist ¢ eine Implikation ¢ = 11 = 19, so erfiillt eine Interpretation w die Formel
¢, genau dann wenn entweder w die Formel ; nicht erfiillt (in diesem Fall ist die
Regel nicht anwendbar und damit trivial erfiillt) oder w erfiillt sowohl ¢ also
auch 9. Es ist zu beachten, dass trotz ihrer rekursiven Natur diese Spezifikation
von FErfillbarkeit wohldefiniert ist, da bei jeder Anwendung einer dieser Félle,
Erfillbarkeit einer Formel auf Erfiillbarkeit kleinerer Formeln reduziert wird
und schliellich die Erfiillbarkeit einer komplexen Formel auf die Wahrheitswerte
der Propositionen zuriickgefiihrt wird. Betrachten wir als Beispiel die Formel
¢ =ANA (BVC) und die Interpretation wy mit wy(A) = true, w;(B) = true und
w1(C') = false von oben (der Eiffelturm steht in Paris, Kris Kristofferson ist ein
Musiker, aber kein Schauspieler), dann kénnen wir sehen, dass wy = ¢ gilt:

1. Esgilt w E A, w = B und nicht w = C.
2. Wegen w = B (und unabhingig von C) gilt w = BV C.
3. Wegenw EAundw =BV CygiltwlEAAN(BV(Q).

Gilt w [ ¢ fiir eine Formel ¢ und eine Interpretation w, so sagen wir auch, dass
w ein Modell von ¢ ist.

Die Semantik spezifiziert die Bedeutung von Formeln in formaler Weise
und definiert dadurch, welche Formeln in einer gegebenen Welt wahr sind. In
praktischen Szenarien wissen wir aber tiblicherweise nicht, in welcher Welt wir uns
befinden, wir haben nur unvollstindiges Wissen {iber unsere Welt. Beispielsweise
kénnten wir uns sicher sein, dass der Eiffelturm in Paris steht und das Kris
Kristofferson entweder Musiker oder Schauspieler war (oder beides). Dann kénnen
wir unser gesamtes Wissen iiber unsere Welt in der Formel ¢ = AA (B V C)
zusammenfassen. Die Formel ¢ beschreibt dann unsere Wissensbasis, also das
explizite Wissen, von dessen Wahrheitsgehalt wir iiberzeugt sind. Die Modelle
von ¢ sind die folgenden drei Interpretationen (von denen wir w; oben schon
gesehen haben):

w1 (A) = true w1(B) = true w1(C) = false
wa(A) = true wa(B) = false wo(C) = true
ws(A) = true w3(B) = true w3(C) = true
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Aus der Perspektive von ¢ sind alle drei Interpretationen w1, ws, und wsg magliche
Welten. Wenn wir ¢ als wahr annehmen, wissen wir, dass wir in einer dieser drei
Welten sein miissen, aber nicht notwendigerweise in welcher.

Wir erweitern unser Beispiel nun noch etwas. Wir wissen beispielsweise,
dass berithmte Musiker immer irgendwann auch Schauspieler werden und dass
Kris Kristofferson berithmt war. Sei also F' eine Proposition mit F' =, Kris
Kristofferson war beriihmt“, dann ist unsere neue Wissensbasis ¢’ gegeben durch

¢ =ANBVC)AN(BAF=C)AF

Die Wissensbasis ¢’ beschreibt immer noch nicht eine eindeutige Welt und in
der Praxis sind wir auch selten daran interessiert genau die korrekte Welt zu
bestimmen. Wir sind vielmehr daran interessiert, welche Schlussfolgerungen
wir weiterhin ziehen kénnen, d. h., welche weiteren interessanten Sachverhalte
miissen zwangslidufig aus unserer unvollstindigen Weltsicht folgen? Wir kénnen
beispielsweise sehen, dass wir aus ¢’ schlussfolgern kénnen, dass Kris Kristofferson
ein Schauspieler gewesen sein muss:

1. Wegen (BV C) war Kris Kristofferson wenigstens ein Musiker oder Schauspie-
ler. War Kris Kristofferson also kein Musiker, so muss er notwendigerweise
ein Schauspieler gewesen sein.

2. War Kris Kristofferson aber ein Musiker, so folgt aufgrund der Tatsache,
dass er berithmt war (F') und weil berithmte Musiker stets Schauspieler sind
(BAF = (), dass er auch Schauspieler gewesen sein muss.

Wir sehen also, dass C eine Schlussfolgerung aus ¢’ ist. Wir schreiben dies
iiblicherweise auch als ¢’ = C. Im Allgemeinen ist der Schlussfolgerungsbegriff
formal wie folgt definiert: eine Formel ¢ folgt aus einer Formel ¢, geschrieben ¢ =
1, wenn jedes Modell von ¢ auch ein Modell von v ist. Fiir unsere Wissensbasis

¢’ sind gerade die folgenden beiden Interpretationen wj und wf die (einzigen)
Modelle:

wi(A) = true Wi (B) = true Wi (C) = true Wi (F) = true
wh(A) = true wh(B) = false wh(C) = true Wh(F) = true

Es gilt weiterhin offensichtlich w] = F und w) |= F und somit ¢’ = F.

Ist ¢ unsere Wissensbasis und gilt ¢ = ¢ fiir eine weitere Formel 9, so
nennen wir ¥ auch implizites Wissen (im Gegensatz zu unserem expliziten
Wissen ¢). Grundsétzlich stellt ¢ also eine Repréisentation unseres Gesamtwissens
dar und wir miissen zusétzliche Arbeit leisten, um weiteres (implizites) Wissen
daraus abzuleiten. Zu den genauen algorithmischen Herausforderungen fiir die
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Ableitung weiteren Wissens wird in Kapitel 7 genauer eingegangen. Die Art der
Schlussfolgerung von ¢ nach ¢ nennen wir auch deduktiven Schluss oder Deduktion.
Die Deduktion ist die einzige Form des logisch korrekten Schlussfolgerns: gegeben,
dass ¢ wahrhaftig gilt, muss bei ¢ = 1 auch 1) notwendigerweise wahrhaftig gelten.
Neben der Deduktion gibt es aber auch noch weitere Schlussfolgerungstypen, die
zwar nicht notwendigerweise logisch korrekt sind, aber dennoch plausibel sein
konnen. Die Abduktion ist ein Schlussfolgerungstyp, der gegebenen Beobachtungen
auf die Ursache von Beobachtungen schlieit. Betrachten wir dazu noch einmal
die Propositionen D =, Es regnet* und E =,Das Gras ist nass“, sowie die Formel
¢4 = D = E, die die Regel ,Wenn es regnet, wird das Gras nass“ modelliert. Stellt
¢4 unser gesamtes Wissen dar und wir beobachten, dass das Gras naf ist (also
E ¢ilt), so konnten wir daran interessiert sein, den Grund fiir diese Beobachtung
herauszufinden. Ein abduktiver Schluss wire in diesem Fall zu schlussfolgern, dass
es geregnet haben muss, da D A ¢4 = F gilt. Allgemein formuliert, suchen wir
bei der Abduktion bei gegebener Wissensbasis ¢ und Beobachtung 1 eine Formel
@', sodass ¢’ A ¢ = ) gilt. Wie man sehen kann, muss dieser Schluss nicht immer
korrekt sein. Nehmen wir an, dass es auf dem Gras auch noch einen Rasensprenger
gibt (wir haben also eine weitere Proposition G =, Der Rasensprenger ist an“) und
wir wissen, dass bei eingeschaltetem Rasensprenger das Gras auch nass wird (G =
E), so ist Regen nicht mehr die einzige mogliche Erkliarung, um das nasse Gras zu
erkldren. Eine weitere plausible Schlussfolgerungsmethode ist die Induktion, bei
der wir bei Vorhandensein einer Eigenschaften bei (vielen) Einzelféllen auf eine
allgemeine Regel schlielen. Beobachten wir beispielsweise, dass Amseln fliegen
koénnen, dass Raben fliegen kénnen und dass Storche fliegen kénnen, so konnten
wir schlussfolgern, dass alle Vogel fliegen kénnen. Auch wenn der induktive
Schluss hier plausibel ist (und in vielen anderen Féllen auch angebracht), so
sehen wir auch hier, dass er nicht notwendigerweise korrekt sein muss.! SchlieBlich
gibt es mit dem Pinguin einen Vogel, der nicht fliegen kann. Wie man besser
mit Ausnahmen wie unserem Pinguin umgehen kann wird in Kapitel 8 diskutiert
und Kapitel 9 beschéftigt sich weiterhin mit quantitativen Schlussfolgerungen,
also beispielsweise solche iiber Wahrscheinlichkeiten. Im néchsten Abschnitt
beschéftigen wir uns aber zunédchst noch mit weiteren klassischen Methoden und
Problemen der Wissensreprdasentation und -verarbeitung.

1 Zu beachten ist allerdings, dass die vollstdndige Induktion als mathematisches Werkzeug
durchaus eine korrekte Schlussfolgerung darstellt.
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3 Methoden und Algorithmen

Wissen sollte so représentiert werden, dass es effektiv genutzt und verdndert
werden kann. Um die richtigen Wissensverarbeitungsmechanismen bereitstellen
zu konnen, ist die Natur oder der Typ des Wissens von Relevanz, d. h., besteht das
Wissen aus einfachen aussagenlogischen Fakten, aus relationalen Beziehungen,
gibt es quantitative Gewichtungen des Wissens, oder behandelt das Wissen
verschiedene Zeitpunkte? Generische Systeme fiir die Behandlung von Wissen, wie
z. B. klassische Datenbanksysteme, erlauben iiblicherweise nur die Modellierung
mit sehr klassischen Semantiken (wie die der Aussagenlogik). Die Semantik
bestimmt jedoch auch welche spezifischen Methoden der Wissensverarbeitung
eingesetzt werden konnen.

Im einfachsten Fall besteht ein Wissensreprisentationssystem aus einer
Wissensbasis K und einer Moglichkeit, Anfragen (}=) an das Wissen zu stellen:

(K, )

Hierbei kann K beispielsweise eine Menge aussagenlogischer Formeln und =
die aussagenlogische Schlussfolgerungsrelation aus dem vorherigen Abschnitt
darstellen. Dies stellt allerdings nur eine sehr einfache Realisierung eines Wissens-
reprisentationssystems dar. Im Folgenden werden wir mit der Beschreibungslogik
ALC und mit Modallogiken zwei weitere, anspruchsvollere, Moglichkeiten der
Wissensreprasentation kennenlernen. Danach werden wir auf die Verdnderung

von Wissensreprésentation anhand von neuen Informationen eingehen.

3.1 Beschreibungslogik

Als Beispiel fiir einen Wissensreprasentationsformalismus werden wir die Beschrei-
bungslogik ALC (Attributive Concept Description Language with Complements;
Deutsch: , Attributive Begriffsbeschreibungssprache mit Komplementen*) [25]
betrachten. Beschreibungslogiken konzentrieren sich auf die Beschreibung von
Beziehungen zwischen Begriffen und Individuen. Die Wissensbasen von Beschrei-
bungslogiken sind geteilt in eine Komponente, die Wissen {iber Individuen enthélt
(die ABoz), und eine Komponente (die T'Bozx), die Wissen iiber Beziehungen
zwischen Konzepten enthélt (terminologisches Wissen).



Wissensreprasentation und -verarbeitung =—— 9

3.1.1 Konzepte und deren Interpretation

Wir beginnen damit Konzeptbeschreibungen zu definieren und wie wir diese
interpretieren. Ein Konzept C' wird als die Menge aller Individuen verstanden,
die zu dem Konzept gehoren. Beispielsweise beschreibt das Konzept Koala die
Menge aller konkreten Lebewesen, die Koalas sind.

Grundbausteine der Sprache sind Konzeptsymbole, oder auch Konzeptnamen
genannt, die fiir atomare Konzepte stehen und Rollensymbole, die fiir (atomare)
Relationen zwischen Individuen stehen. Die Vereinbarung ist dabei, dass Konzept-
und Rollensymbole stets mit einem Grofibuchstaben beginnen. Es folgt die
rekursiv definierte formale Sprache fir eine komplexe Konzeptbeschreibung C,
wobei A fiir ein beliebiges atomares Konzeptsymbol steht und R fiir ein beliebiges
atomares Rollensymbol:

¢ — T (universelles Konzept)
| 1 (leeres Konzept)
| A (atomares Konzept)
| cnce (Konzeptkonjunktion)
| cuc (Konzeptdisjunktion)
| -C (Konzeptnegation)
| VR.C (universelle Restriktion)
| IR.C (existenzielle Restriktion)

Wie bereits eingangs erwahnt werden wir Konzepte als Mengen von Individuen
verstehen. Es ist daher sinnvoll, Operationen zu definieren, die zu Operationen
und Objekten aus der Mengentheorie korrespondieren. Aus dieser Perspektive
ist es natiirlich, das universelle Konzept (das alle Individuen umfasst) und
das leere Konzept (das kein Individuum enthélt) zu betrachten. Ebenso sind
die Vereinigung von Konzepten C U D und der Schnitt von Konzepten C 1 D
natiirliche Operationen. Konzeptnegation —C' steht fir das Konzept, das alle
Individuen hélt, die nicht im Konzept C' sind. Die universelle Restriktion YR.C
beschreibt ein Konzept, das (via R) nur in Rollenbeziehungen zu Individuen aus
C steht. Beispielsweise steht Vlsst.Pflanze fiir das Konzept, das alle Individuen
enthélt, die nur Pflanzen essen. Die existenzielle Restriktion dR.C beschreibt
ein Konzept, das (via R) in Beziehungen zu mindestens einem Individuum aus
C steht. Beispielsweise steht Jlsst.Pflanze fiir das Konzept, dass alle Individuen
enthélt, die mindestens eine Pflanze essen (aber eventuell auch noch etwas anderes
essen).

Man beachte, dass wir oben formal von Konzeptsymbolen und Rollensymbolen
und nicht direkt von Konzepten und Rollen reden. In der Beschreibungslogik
unterscheiden wir zwischen den Symbolen und der Bedeutung, die wir diesen
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ATriere — {klaus, bernd, leo, eukalyptus, wurzel, fleisch}

klausZTee = klaus eukalyptusITiere = eukalyptus
berndZTee = bernd wurzelTTee = wurzel
leo ™ = leo fleisch?Te = fleisch
KoalaT™e = {klaus} BarlTee = {bernd}
Lowe T = {leo} Pflanze e = {eukalyptus, wurzel}

IsstZTere = {(klaus, eukalyptus), (bernd, wurzel), (bernd, fleisch), (leo, fleisch)}
Abbildung 1: Beispielinterpretation Ztiere.-

zuweisen. Neben Konzeptsymbolen und Rollensymbolen werden wir spater auch
iiber konkrete Individuennamen reden. Die Vereinbarung ist dabei, dass Indivi-
duennamen stets mit Kleinbuchstaben beginnen.

Wir definieren nun die formale Semantik von ALC. Eine (beschreibungslogi-
sche) Interpretation ist ein Paar

= (A%, 5y,

Die erste Komponente AZ ist die Domdne von Z und enthélt die konkreten
Individuen. Konzeptsymbole, Rollensymbole und Individuennamen werden durch
T iiber AT interpretiert. Das heifit, dass jedem Konzeptsymbol C' eine Teilmenge
CT C AT zugewiesen wird, jedem Rollensymbol R eine Teilmenge RZ C AT x AT
zugewiesen wird, und jedem Individuennamen a wird ein Individuum aZ aus AZ
zugewiesen. Wir verlangen zusétzlich, dass jeder Individuennamen einzigartig
interpretiert wird. Das heift, fiir zwei unterschiedliche Individuennamen a und b
gilt a” # b%. Dies wird auch als die Unique Name Assumption bezeichnet.

Eine beispielhafte Interpretation Ztiere ist in Abbildung 1 angeben. Diese In-
terpretation modelliert einen kleinen Zoo mit Tieren und deren Essgewohnheiten.
Hier gibt es zwei Arten von Individuen: bestimmte Tiere (,klaus“, ,bernd, ,leo®),
und Gegenstéinde, die diese eventuell essen (,eukalyptus®, ,wurzel®,  fleisch®).
Die atomaren Konzepte in Ziere sind Koala, Léwe, Bér, Pflanze. Die einzige Rolle
ist Isst. Man beachte, dass es sich beispielsweise bei ,klaus“ um das Individuum
in der Doméne AZTere handelt, wihrend klaus ein Individuennamen ist, der als
wklaus® interpretiert wird.

In der formalen Semantik werden komplexe Konzeptbeschreibungen unter
einer Interpretation selber zu einem Konzept ausgewertet. Gegeben eine Inter-
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pretation Z = (AT, .T), ist die Semantik wie folgt definiert:

1T=0
(cnbD)f =ctnpt
(cuDbD)f =ctubpt
(-C)* = AT\ C*
(VR.C)T = {a € AT | fiir alle b mit (a,b) € RT gilt b € CT}
(3R.C)T = {a € AT | es gibt ein b mit (a,b) € RT und b € CT}

Wir sehen, dass die Semantik sich sehr vertrédglich mit der Interpretation als
Mengen verhélt. Das Konzeptsymbol T wird als die Menge aller Individuen
interpretiert, und | wird stets als das leere Konzept. Eine Konzeptkonjunktion
C' M D wird als die Menge aller Individuen verstanden, die in beiden Konzepten
C und D vorkommen, und, analog dazu, wird eine Konzeptdisjunktion C' U D
als die Vereinigung aller Individuen in C' und D interpretiert. -~C' wird als die
Menge aller Individuen interpretiert, die nicht in C' vorkommen? (bezogen auf
die Doméne AZT). Universelle Restriktionen VR.C werden als die Menge alle
Individuen interpretiert, die iber R nur mit Individuen aus C' in Beziehung
stehen. Existenzielle Restriktionen IR.C werden als die Menge alle Individuen
interpretiert, die iiber R mit mindestens einem Individuum in C' in Beziehung
stehen.

Als konkretes Beispiel betrachten wir die Interpretation Ziee aus Abbil-
dung 1. Hier gilt PflanzeTTee = {eukalyptus, wurzel} und die Rolle Isst wird wie
folgt interpretiert:

IsstZTee = {(klaus, eukalyptus), (bernd, wurzel), (bernd, fleisch), (leo, fleisch)}

Unter der oben definierten Semantik gilt (Vlsst.Pflanze)ZTiee = {klaus}. Dies ist
der Fall, da fiir alle Paare (a,b) € IsstZTee mit o = klaus gilt, dass b ein Element
in Pflanze™= ist. Hingegen gilt bernd ¢ (Vlsst.Pflanze)ZTe, da das Individuum
bernd iiber Isst mit einem Element in Beziehung steht, das kein Element in Pflanze
ist. Ein Beispiel dafiir ist das Paar (bernd, fleisch) aus lsst?m wobei fleisch kein
Element in PflanzeZ™e ist. Des Weiteren gilt (Jlsst.Pflanze)Zmie = {klaus, bernd}.
Insbesondere gilt bernd € (Jlsst.Pflanze)Zme= da es mit (bernd, wurzel) ein Paar

in IsstZTe gibt, das bernd in Bezichung mit einem Element aus Pflanze™e setzt.

2 Die Negation verhélt sich also wie ein Komplement auf der semantischen Ebene. Das C
in ALC steht auch fiir Komplement (Englisch: ,,complement®).
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Koala(klaus) Isst(klaus, eukalyptus
Bar(bernd) Isst(bernd, wurzeln

Lowe(leo) Isst(bernd, fleisch

)
)
)
Pflanze(eukalyptus) Isst(leo, fleisch)

Pflanze(wurzeln)
Abbildung 2: Beispiel ABox Ariere-

3.1.2 Wissen iiber Individuen

Die Beschreibungslogik ALC erlaubt zwei Arten von expliziten Aussagen iiber
Individuen. Die erste sind Aussagen tiber die Zugehorigkeit zu einem Konzept.
Beispielsweise reprasentieren wir die Aussage, dass das Individuum , Klaus“ ein
Koala ist, mit Koala(klaus). Die zweite Art von Aussagen sind Rollenbeziehungen
zwischen zwei Individuen. Beispielsweise konnten wir die Aussage, dass ,,Klaus“
Eukalyptus isst, formal durch Isst(klaus, eukalyptus) représentieren.

Die allgemeine Syntax fiir eine Individuenaussage A ist im Folgenden ange-
geben, wobei C' eine komplexe Konzeptbeschreibung ist, R ein Rollensymbol und
a, b fiir Individuennamen stehen:

A — C(a) (Konzeptzuweisung)
| R(a,b) (Rollenbeschreibung)

Mengen von Konzeptzuweisungen und Rollenbeschreibungen werden als A Boz
bezeichnet. Der Name ABox leitet sich vom englischen Wort assertion (Deutsch:
Behauptung oder auch Zusicherung) ab. Eine beispielhafte ABox Aviere fiir
unser Beispiel mit einem Koala ,Klaus“, einigen anderen Tieren und deren
Erndhrungsbediirfnissen ist in Abbildung 2 dargestellt.

Wir sagen, dass eine Interpretation Z = <AI , ~I) eine Konzeptzuweisung
A(a) erfillt, geschrieben Z = A(a), genau dann wenn a? € A7 gilt. Eine
Interpretation Z = (AT, 1) erfiillt eine Rollenzuweisung R(a,b), geschrieben
T = R(a,b), genau dann wenn (a”,b?) € R? gilt. Die Interpretation Z erfiillt
die ABox A, geschrieben Z |= A, genau dann wenn Z |= F fiir alle F' € A gilt.

Fiir unser Beispiel kénnen wir zeigen, dass die Interpretation Ztiee die
ABox ATiere erfiillt. Schnell ldsst sich sehen, dass alle Konzeptzuweisungen in
Ariere erfiillt sind von Ztiere. So gilt beispielsweise, dass die Konzeptzuweisun-
gen Koala(klaus) erfiillt ist, da klaus™™= € Koala™= gilt. Die beiden Rollenbe-
schreibungen Isst(klaus, eukalyptus) und Isst(leo, fleisch) sind auch erfiillt. Erstere
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ist erfiillt, da (klaus, eukalyptus) € IsstZTee gilt, und die zweite ist erfiillt, da
(leo, fleisch) € Isstme gilt.

3.1.3 Terminologisches Wissen

Die ABox bietet die Moglichkeit Faktenwissen iiber konkrete einzelne Individuen
und deren direkte Beziehung explizit auszudriicken. Neben solchem faktischen
Wissen gibt es aber auch generisches Wissen. In Beschreibungslogiken lédsst
sich insbesondere der Zusammenhang zwischen Konzepten formalisieren. Dieses
generische Wissen wird in der TBox hinterlegt.

Ausdriicke, die Konzepte in Beziehung zueinander setzen werden als termino-
logische Azxiome bezeichnet. Die terminologischen Axiome, die wir hier betrachten,

sind von der Form
CCD oder C=D

wobei C, D komplexe Konzepte sind. Axiome der Form C' T D werden Inklusionen
genannt und bedeuten informell, dass das Konzept C' ein Teil des Konzepts D ist.
Axiome der Form C' = D werden als Aquivalenzen bezeichnet, und driicken aus,
dass C' und D dieselben Individuen beschreiben. Eine Menge von terminologischen
Axiomen T wird als TBox bezeichnet.

Die bereits eingefithrten Teile der Semantik von ALC erweitert sich zu
TBoxen auf natiirliche Art und Weise. Fiir eine Interpretation Z = (AZ, -T) und
komplexe Konzeptbeschreibungen definieren wir:

ZECLCD genau dann wenn ctcpt
IE=C=D genaudann wenn CF = DT

Wir sagen Z erfiillt eine TBox T, geschrieben Z |= T genau dann wenn Z jedes
terminologisches Axiom in 7 erfiillt.

Insbesondere Aquivalenzen kénnen wir nutzen, um Konzepte mithilfe anderer
Konzepte zu definieren. Wir kénnen beispielsweise die Konzepte der Pflanzen-
fresser, Allesfresser und Fleischfresser in einer TBox direkt definieren:

Herbivoren = Vlsst.Pflanze
Omnivoren = Jlsst.Pflanze M Alsst.—Pflanze

Canivoren = Vlsst.—Pflanze
Wir erweitern das Beispiel noch durch die Inklusionen

Koala C Herbivoren Bar T Omnivoren Léwe C Canivoren
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die beschreiben, dass Koalas Pflanzenfresser, Biaren Allesfresser und Lowen
Fleischfresser sind. Sei TTiere die TBox, die die obigen Aquivalenzen und Inklusio-
nen enthélt. Die Interpretation Ztiere ist in der Tat ein Modell von Triere. So gilt
unter der Interpretation Ztiee beispielsweise, dass klaus € HerbivorenZTere gilt.
Da eben auch Koala™e = {klaus} gilt, ist auch die Inklusion Koala = Herbivoren
erfiillt unter Ztiere-

3.1.4 Wissensbasen, Anfragen und Komplexitat

In den letzten beiden Abschnitten haben wir ABoxen und TBoxen, sowie die
Semantik dieser Komponenten definiert. Eine ALC Wissensbasis ist nun ein Paar
K = (A, T), wobei A eine ABox ist und 7 eine TBox. Die Modelle von K sind
alle Interpretationen Z = (AT, -Z), die sowohl A erfiillen als auch 7 erfiillen.
Wenn 7 ein Modell von K ist, dann schreiben wir auch Z |= K. Beispielsweise
gilt Zriere E (ATiere; TTiere), denn wie wir bereits zuvor gesehen haben, gilt
ITiere ': Atiere und Ziere ': TTiere-

Fiir ein Konzeptbeschreibung C' sagen wir, dass C' erfillbar in K ist, falls
es ein Modell Z von K gibt, indem C7 nichtleer ist Wir sagen, zwei Konzept-
beschreibungen C, D sind disjunkt beziiglich K, falls CT N DT = § fiir jedes
Modell Z von K gilt. Formal kénnen wir in Beschreibungslogiken die folgenden
Entscheidungsprobleme betrachten:

SUBSUMPTION
Eingabe: Eine ALC Wissensbasis K = (A4, 7) und zwei Konzeptsymbole C, D.
Frage: Git K =CCD?

KONZEPT-ERFULLBARKEIT
Eingabe: Eine ALC Wissensbasis K = (A, T) und ein Konzeptsymbol C.
Frage: Ist C erfiillbar in K7

AQUIVALENZ
Eingabe: Eine ALC Wissensbasis K = (A, T) und zwei Konzeptsymbole C, D.
Frage: Gilt K =C=D?

DISJUNKTHEIT
Eingabe: Eine ALC Wissensbasis K = (4,7 ) und zwei Konzeptsymbole C, D.
Frage:  Sind C, D disjunkt in K?

Aus komplexitéitstheoretischer Perspektive lasst sich zeigen, dass sich alle obigen
Entscheidungsprobleme auf das SUBSUMPTION-Problem zuriickfithren lassen,
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denn es gelten folgenden Beziehungen:

KE=C=D genau dann, wenn KECCDudKEDCC
C, D sind disjunkt in K genau dann, wenn KECnDC L
C' ist unerfiillbar in K genau dann, wenn KECC L

Im Allgemeinen ist das SUBSUMPTION-Problem fiir ALC PSPACE-vollstédndig
[25]. Das heifit unter anderem, es gibt einen Algorithmus, der das SUBSUMPTION-
Problem 16st und dabei polynomiell viel Speicherplatz benétigt (bezogen auf K,
C und D).

Die Beschreibungslogik ALC ist aus logischer Sicht eine prototypische Be-
schreibungslogik, da sie die iiblichen Verkniipfungen Konjunktion, Disjunktion
und Negation hat, die wir bereits aus der Aussagenlogik kennen. Dariiber hinaus
sind viele Erweiterungen und Einschrankungen von ALC bekannt. So kann man
ALC um Konstrukte erweitern, die es erlauben zu zéhlen, wie viele Individuen
zu einem Konzept gehoren, beziehungsweise die Anzahl der Elemente in Konzep-
ten zu vergleichen. Auch kennt man fiir diese Erweiterungen die Komplexitét
der obigen Entscheidungsprobleme sehr genau. Eine gute Quelle fiir weitere
Informationen ist das Description Logic Handbook [3]. In der Praxis spielen die
verschiedenen Beschreibungslogiken eine grofie Rolle im Bereich der Ontologien.
Namentlich sei hier die standardisierte Web Ontology Language® (OWL) zu
nennen, die auf Beschreibungslogiken basiert und im Ontologie-Editor Protégé*

verwendet wird.

3.2 Wissenslogiken

In diesem Kapitel thematisieren wir Wissenslogiken, die es erlauben, Aussagen
dariiber zu treffen, welches Wissen ein Agent® besitzt. Dies ist hilfreich um zu
verstehen, wie man Metainformationen iber Wissen représentieren kann und
wie sich diese verarbeiten lassen.

Ein Katastrophenschutzsystem kann beispielsweise mithilfe solch einer Logik
reprisentieren, dass ein Feuerwehrmann nur bestimmte Informationen besitzt.

3 https://www.w3.org/TR/owl-guide/

4 https://protege.stanford.edu/

5 Der Begriff des Agenten wird iiblicherweise sehr breit verstanden. Man meint damit
ein selbstidndig agierendes System, wie beispielsweise einen Menschen, Tier, Roboter oder
ein Computerprogramm. Das Kapitel 20 iiber Multiagentensysteme geht genauer auf den
Begriff des Agenten ein.
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Weifl das System, das der Feuerwehrmann tiber einen Sammelpunkt informiert
ist, so kann das System schlussfolgern, dass der Feuerwehrmann einen Verletzten
zu diesem Sammelpunkt bringen wird. Basierend auf dieser Schlussfolgerung
konnten das Katastrophenschutzsystem préaventiv einen Krankenwagen zu dem
Sammelpunkt senden. In dem Fall, in dem das System weif}, dass der Feuerwehr-
mann nicht iiber den Sammelpunkt informiert ist, kann das System schlussfolgern,
dass ein Feuerwehrmann einen Verletzten zu einer anderen Stelle bringen wird.
Basierend auf dieser Schlussfolgerung kann das System anderes reagieren, und
einen Krankenwagen zu der anderen Stelle senden. Die Logik erlaubt es also
auszudriicken und zu verstehen, welche Schlussfolgerungen der Feuerwehrmann
auf Basis seiner (subjektiven) Informationen ziehen kann. Basierend auf dieser
Information kann dann entsprechend reagiert werden.

Konkret betrachten wir hier Modallogiken. In diesen Logiken lassen sich
Aussagen der Art ,der Agent ist iberzeugt, dass ¢ gilt* und der Art ,der Agent
hélt es fiir moglich, dass ¢ gilt“ explizit ausdriicken. Im folgenden Abschnitt
definieren wir zunéchst die Syntax einer Modallogik und darauf folgend die
Standardsemantik.

3.2.1 Syntax der Modallogik

Wir definieren eine formale Sprache, die es erlaubt Aussagen {iber Wissen zu
formulieren. Die Syntax dieser Sprache ist eine Erweiterung der Aussagenlogik
von oben:

pu=al-¢|ong|oVelo=¢|0¢

wobei a € Sig wie zuvor ein Element der Signatur ist. Zusédtzlich definieren wir
Q¢ als Abkiirzung fiir -0-¢. Man beachte, dass wir auch Verschachtelungen der
Art OOy erlauben. Die Operatoren [J und ¢ werden auch als Modaloperatoren
bezeichnet (abgeleitet von dem sprachwissenschaftlichen Begriff der Modalitét).
Logiken die Modaloperatoren haben, werden auch als Modallogik bezeichnet.

Die neue Formel (e hat die intendierte Bedeutung von ,der Agent ist
iiberzeugt, dass ¢ gilt“. Wir werden weiter unten sehen, dass zu der Regel ¢¢ die
Bedeutung ,,der Agent hélt es fiir méglich, dass ¢ gilt“ sehr gut passt. Die Formel
¢ = Oy driickt weiterhin beispielsweise aus, dass der Agent von ¢ iiberzeugt
ist, wenn ¢ gilt. Die Formel OOy lasst als ,der Agent ist tiberzeugt, das er ¢ fiir
moglich hélt* interpretieren.
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3.2.2 Semantik der Modallogik

Wir erinnern uns, dass eine aussagenlogische Interpretation w : Sig — {true, false}
jedem Signaturelement in Sig einen Wahrheitswert zuweist. Eine aussagenlogische
Interpretation ist also eine vollstandige Beschreibung wie die Welt (bezogen auf die
Elemente in Sig) aussehen konnten. Daher werden aussagenlogische Interpretation
im Kontext der Aussagenlogik auch als mogliche Welten bezeichnet.

Unsere modallogische Sprache ist reichhaltiger als die Sprache der aussagen-
logischen Formeln, da wir mit Formeln wie Oy in der Lage sind auszudriicken,
dass der Agent von ¢ iiberzeugt ist. Die Information, woran ein Agent glaubt,
ist aber nicht durch aussagenlogische Interpretationen bestimmbar. Daher nutzt
man eine Verallgemeinerung der Menge der aussagenlogischen Interpretationen,
die mehr Struktur enthélt als im Falle der Aussagenlogik. Eine Kripke-Struktur,
benannt nach Saul Kripke [18], ist ein Tripel K = (W, R, V'), wobei

— W eine Menge ist, deren Elemente als (mdgliche) Welten bezeichnet werden,

— R C W x W eine Relation zwischen W ist, die als Erreichbarkeitsrelation
bezeichnet wird, und

- V. W — P(Sig) ist eine Funktion, die jeder Welt eine Menge von atomaren
Aussagen zuweist.

Die Elemente in W haben, zusammen mit V', die Funktion, Aussagen in Sig
Wahrheitswerte zuzuweisen. Der formale Unterschied zu aussagenlogischen In-
terpretationen ist, dass die Elemente in W keine Funktionen sind. Stattdessen
beschreibt die Menge V(w) fiir jede Welt w € W, welche Aussagen in w als
wahr interpretiert werden. Alle Aussagen aus Sig, die nicht in V(w) sind, gelten
implizit als falsch. Aus R erhalten wir zu jeder Welt w € W die Menge der von
w aus erreichbaren Welten. Wir definieren R(w) := {w’ € W | (w,w’) € R} als
die Menge derjenigen Welten w’ fiir die (w,w’) € R gilt. Informell beschreibt
R(w) diejenigen Welten, die der Agent fiir moglich hélt, wenn w die ,richtige*
Welt ist.

Als Beispiel sei Sig = { P, Q} und die Kripke-Struktur Kpq = (Wpq, Rpq, Vpq)
mit Wpq = {w1, w2, w3, ws} und

qu = { (w17w1)7 (wl,/UJQ), (w37w3)7 qu(wl) = {P7 Q} qu(wg) = {Q}
(w2, wa), (w2, w3), (w2, wa) }  Vpq(wz) ={P}  Vpq(ws) =0
gegeben. Betrachten wir beispielsweise die Welt w3 aus Kpq. Fir diese Welt gilt

Vpq(wsz) = {Q}. Dies bedeutet, dass ) den Wahrheitswert wahr in w3 erhélt und
P den Wahrheitswert falsch in w3. Wenn wir die Erreichbarkeitsrelation Rpq
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Abbildung 3: Graph-Darstellung der Kripke-Struktur Kpq.

betrachten, erhalten wir:

pa(we) = {w2, w3, ws}

pa(ws) = 0}

Rpqg(w1) = {w1, w2}

R
Rpq(ws) = {ws} R
Abbildung 3 stellt K, graphisch dar.
Die Bedeutung der Erreichbarkeitsrelation wird insbesondere klar, wenn wir
die Semantik definieren. Wenn K = (W, R, V) eine Kripke-Struktur ist, w € W
eine Welt aus W ist, und ¢ eine modallogische Formel ist, dann sagen wir (K, w)
ist ein Modell von ¢, geschrieben K, w = ¢, mit

KwEa genau dann, wenn a € V(w)

K,wE-p genau dann, wenn K, w }£ ¢

K,wkE @Ay  genau dann, wenn K, w = ¢ und K,w = ¢

K,wEeV1Yy genau dann, wenn K, w | ¢ oder K,w = ¢

K,wkE ¢ =1 genau dann, wenn K,w [~ ¢ oder K,w E ¥

K,wkE=Op genau dann, wenn fiir alle w' € R(w) gilt (K,w') = ¢
K,wE Q¢ genau dann, wenn es ein w’ € R(w) gibt, sodass (K,w') | ¢

Fiir eine Formel Oy gilt K, w = O insbesondere genau dann, wenn fiir jede von
w aus erreichbare Welt gilt, dass dort ¢ giiltig ist. Auf duale Art und Weise gilt
K,w = Op genau dann, wenn es mindestens eine w aus erreichbare Welt gibt, in
der ¢ giiltig ist. Man beachte, wenn ¢ eine Formel ist, die kein O (oder ¢) enthélt,
dann ist (K,w) ein Modell von ¢ genau dann, wenn w ein Modell von ¢ im
Sinne der Aussagenlogik ist. Die Besonderheit der Kripke-Semantik, respektive
der Kripke-Strukturen, tritt also erst zutage, wenn die Formeln Modalitéten
enthalten.

Fiir unsere Kripke-Struktur K,q und die Welt w; kénnen wir beobachten,
dass dort Kpq, w1 = 00Q gilt. Die Auswertung, um zu zeigen, dass Kpq, w1 =
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00Q gilt, ist wie folgend:

Kpq, w1 =00Q  gilt, wenn Kpq, w1 = 0Q und Kpq, w2 = OQ

Kpq, w1 E0Q gilt, wenn Kpq, w1 = Q oder Kpq, w2 = Q
Kpq,w1 FQ gilt

Kpq, w2 = 0Q gilt, wenn Kpq, w2 = Q, Kpq, ws = Q oder Kpq, wa = Q
Kpqwa EQ gilt nicht

Kpq,ws = Q gilt

Man beachte, dass die Formel (0O aber nicht in jeder Welt von K4 giiltig
ist. Da von wy aus keine Welt erreichbar ist (R(ws) = 0), ldsst sich einfach
sehen, dass auch Kpq, wa = OQ gilt. Konsequenterweise erhélt man, dass auch
Kpq, w2 = OOQ gelten muss.

Wir erweitern die Semantik auf alle Kripke-Strukturen wie folgt. Fiir jede
Formel ¢ und jede Kripke-Struktur K = (W, R, V) definiert man:

K E ¢  genau dann, wenn K,w = ¢ fiir alle w € W
E ¢  genau dann, wenn K [ ¢ fiir alle Kripke-Strukturen K

Beispielsweise ist die Formel (0P = @ in jeder Welt von K4 giiltig. Somit gilt
auch Kpq = OP = Q. Wie oben bereits gesehen haben gilt Kpq, w2 = 00Q.
Folglich muss auch Kpq = O0Q und = O0Q gelten.

3.2.3 Anmerkungen zur Modallogik

Wir haben Modallogik aus der Perspektive der Uberzeugungen betrachtet, also
zur Modellierung von Informationen, die ein Agent subjektiv als wahr einstuft,
aber nicht notwendigerweise objektiv wahr sein miissen. Dies wird auch als die
dozxastische Deutung bezeichnet. Dariiber hinaus lassen sich [J und ¢ auch anders
interpretieren. Manchmal wird explizit zwischen Wissen und Uberzeugungen
unterschieden. Bezieht man sich auf (objektives) Wissen, so spricht man von der
epistemischen Deutung. In dieser steht O fiir ,,Es ist sicher, dass ¢ gilt“, und
Qi steht fiir ,, konnte moglicherweise wahr sein®. In der temporalen Deutung,
steht Oy fur ¢ gilt zu jeder Zeit*, und Q¢ steht fiir ,,¢ gilt zu mindestens
einem Zeitpunkt®. Die Deontik ist die Lehre von Pflichten, Normen und deren
Bedeutung. Die deontische Interpretation von Oy ist ,,Es ist geboten, das ¢,
und Q¢ steht fiir ,Es ist erlaubt, dass ¢
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Fiir die verschiedenen Deutungen wird dieselbe oder eine dhnliche Semantik
benutzt. Je nach Deutung und Anwendung werden aber andere Eigenschaften
eingefordert. Forscher in der Modallogik ordnen einigen Eigenschaften festgelegte
Namen zu, da diesen besonderen Bedeutungen zukommen:

(K)  DOlp=v)= (0e=0v¢))
Wenn der Agent tiberzeugt ist, dass ¢ aus ¢ folgt, dann ist der
Agent auch von v iiberzeugt, wenn er von ¢ iiberzeugt ist.

(D) Op=0¢
Ist der Agent von ¢ tiberzeugt, so halt der Agent ¢ auch fir
moglich.

(T)  ¢=90¢
Wenn ¢ gilt, dann hélt der Agent ¢ fiir moglich.

(4) Op = 0O0¢
Wenn der Agent iiberzeugt ist, dass ¢ gilt, so ist der Agent
davon iiberzeugt, dass er davon iiberzeugt ist, dass ¢ gilt.

B) =000
Wenn ¢ gilt, dann ist der Agent davon tiberzeugt, das er ¢ fir
moglich halt.

Die obige Eigenschaften sind universell zu verstehen. Das heifit, dass wenn man
davon spricht, dass beispielsweise (K) gilt, dann meint man, dass fiir alle Formeln
o und ¢ die Bedingung in (K) zutrifft. Hiufig werden Eigenschaften gruppiert, so
zum Beispiel die Mengen S5 = {(K), (T), (B), (4)} und KD4 = {(K), (D), (4)}.
So gilt S5 als gute Menge von Eigenschaften fiir die epistemische Deutung und
KD4 gilt als Grundlage fiir die doxastische Deutung. Man kann obige Eigenschaf-
ten garantieren, indem man die Kripke-Semantik aus Abschnitt 3.2.2 nutzt und
sich zusétzlich auf bestimmte Kripke-Strukturen beschrankt. So ist beispielsweise
die Eigenschaft (4) genau dann erfiillt, wenn man nur Kripke-Strukturen betrach-
tet, bei denen die Erreichbarkeitsrelation transitiv® ist. Weitere Informationen
findet man in einer der exzellenten Einfiihrungen in die Modallogik [27].
Wegen der Vielzahl an verschiedenen Deutungen und gleichzeitigen kon-
zeptuellen Klarheit, finden Modallogiken in vielen Bereichen Anwendung, bzw.
bilden die theoretische Grundlage. So hat die temporale Interpretation eine breite
Anwendung in der Verifikation von Systemen. Die Formeln stehen dabei fiir

6 Transitivitit: (w,w’) € R und (w’,w”) € R implizieren (w,w”) € R
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gewilinschte Eigenschaften von Systemen und Systeme werden als (z.T. unendli-
che) Kripke-Strukturen modelliert. Kann man zeigen, dass die Kripke-Struktur
ein Modell der Formel ist, so hat man implizit gezeigt, dass das System die
gewiinschte Eigenschaft hat.

3.3 Wissensdynamik

In diesem Abschnitt widmen wir uns dem Verdndern der Wissensbasis durch neue
Informationen, was wir auch als Wissensdinderung bezeichnen. Als Wissensrepra-
sentationsformalismus benutzen wir dazu wieder die Aussagenlogik und unsere
Wissensbasis K besteht daher aus einer Menge aussagenlogischer Formeln. Da
wir bisher formal die semantischen Begriffe der Aussagenlogik nur auf einzelnen
Formeln definiert haben, erweitern wir diese nun auf Wissensbasen, also Mengen
von Formeln, wie folgt. Zunéchst erinnern wir uns, dass eine Formel 3 aus ¢
folgt, geschrieben ¢ |= 1, wenn jedes Modell von ¢ ein Modell von ¥ ist. Eine
Interpretation w ist dann ein Modell einer Wissensbasis K, falls w ein Modell
jeder Formel in K ist. Aus K folgt dann eine Formel 1, wieder geschrieben
K = 1, genau dann, wenn jedes Modell von K auch ein Modell von 1 ist. Eine
Wissensbasis K wird als inkonsistent bezeichnet, falls es kein Modell fiir K gibt.

3.3.1 Beispiel

Wir beginnen mit einem einleitenden Beispiel von Peter Gérdenfors [12]:

FEine Zoowéirterin mochte gerne ein neues Tier fiir ihren Zoo kaufen. Nach
sorgfiltigem Uberlegen kommt sie zu dem Entschluss einen neuen Schwan zu
bestellen. Schlussendlich bestellt die Zoowérterin einen Schwan aus Schwe-
den. Die Zoowérterin hat implizite Annahmen iiber den bestellten Schwan
getroffen, die sich aus ihrem Hintergrundwissen ergeben. Aufgrund ihrer
biologischen Vorbildung weifl die Zoowérterin, dass européische Schwéine
weifl sind. Auch weifl die Zoowérterin, dass Schweden ein Teil von Europa
ist. Die Zoowérterin schlielt daraus, dass der bestellte Schwan weif3 sein
wird. Als der neue Schwan eintrifft, stellt sich jedoch heraus, dass das Tier
schwarz ist. Die Zoowérterin ist sich nun der Situation ausgesetzt einer ihrer

Vorannahmen aufzugeben, da diese zusammen zu einer Inkonsistenz fithren.

Betrachten wir das Beispiel nun etwas formaler mit den Mitteln der Aussagenlogik.
Das Hintergrundwissen der Zoowérterin konnen wir als eine Menge von aussagen-
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logischen Formeln darstellen. Als Propositionen nutzen wir Schwan, Schweden,
Europa und WeiB, wobei Schwan fiir die Aussage ,,Das Tier ist ein Schwan® steht;
Schweden steht fiir die Aussage ,Das Tier kommt aus Schweden“; Europa steht
fiir die Aussage ,,Das Tier ist aus Europa“; und WeiB steht fiir die Aussage ,,Das
Tier ist weil. Die Zoowéarterin weif3, dass es sich um einen Schwan aus Schweden
handelt. Die Formel Schweden =- Europa driickt aus, dass alle schwedischen
Schwéne auch européische Schwéne sind. Die Formel Schwan A Europa) = WeiB
driickt aus, dass alle européischen Schwéne weifl sind. Wir erhalten die folgende
Wissensbasis, die das Wissen der Zoowérterin vor dem Eintreffen des Tieres
modelliert:

K700 = {Schwan, Schweden, Schweden = Europa, (Schwan A Europa) = WeiB}

Mithilfe der Deduktion kénnen wir Weil aus Kz, schlussfolgern, d. h., es gilt
KZoo ': WeiB.

3.3.2 Revision

Wir betrachten weiterhin die Wissensbasis Kz,, und erhalten bei Erhalt des
Schwans nun die neue Information, dass der Schwan schwarz ist, vereinfacht
modelliert durch 5 = —=WeiB. Fiigen wir diese neue Information einfach unserer
Wissensbasis hinzu, aktualisieren unsere Wissensbasis also zu K5 = Kzo,U{},
so erhalten wir eine Inkonsistenz (K7 . besitzt kein Modell). Damit ist K7
fiir uns nutzlos geworden, da wir aus einer inkonsistenten Wissensbasis alles
schlussfolgern kénnen: es gilt K2 k= ¢ fir alle Formeln ¢.” So ldsst sich aus
der inkonsistenten Wissensbasis K7 ableiten, dass jeder schwedische Schwan
europaisch ist (KzeoU{8} = Schweden = Europa), aber gleichzeitig auch ableiten,
dass jeder schwedische Schwan nicht européisch ist (Kzo0 U {8} |E Schweden =
—Europa).

Um in die Wissensbasis K7y, der Zoowérterin die neue Information 8 zu
integrieren, miissen wir also die Inkonsistenz aufidsen, d.h., Informationen aus
K700 U{B} aufgeben. Dabei sollten wir allerdings der neuen Information /3 Priori-
tét einrdumen, da dies neue Information darstellt von dessen Wahrheitsgehalt wir
iiberzeugt sind. Wissensdnderungsprozesse, die die Prioritat auf die Integration

7 Dieses Phidnomen heifit im Lateinischen ez falso quodlibet (aus Falschem folgere alles)
und liegt darin begriindet, dass K = ¢ ja genau dann gilt, wenn jedes Modell von K auch
Modell von ¢ ist; wenn es keine Modelle von K gibt, dann gilt dies trivial und unabhingig
von ¢ fiir alle ¢.
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der neuen Information legen, werden als Revision bezeichnet. Formal beschreiben
wir Wissensidnderungen einer Wissensbasis K durch eine neue Information « als
Funktion x; (K, a) — K x a, die die Apriori Wissensbasis und « auf den neuen
Wissenszustand K x a abbildet. Obige Bedingungen kénnen wir als Prinzipien
fiir Revisionen festhalten:

(Erfolg) Esgilt KxalE
(Konsistenz) Wenn « konsistent ist, dann ist auch K x a konsistent

Wenn wir an diesen Prinzipien festhalten, ergeben sich verschiedene Méglichkeiten,
wie Kzo0 * 3 aussehen konnte. Eine Anderung, bei der die Prinzipien (Erfolg)
und (Konsistenz) erfiillt sind, ist, beispielsweise, die Anderung von Kzq, zu

K700 *1 8 = {Schwan, Schweden = Europa, (Schwan A Europa) = WeiB} ,

in welchem die Zoowirterin die Uberzeugung aufgibt, dass es sich um einen
schwedischen Schwan handelt (Schweden).

3.3.3 Das Prinzip der Relevanz

Jede Formel in Kz,, tragt zum Konflikt in Kz,, U {8} bei. Das heifit, wenn
¢ € K700 nicht in Kz, wire, dann gibe es auch keinen Konflikt. Aus einer rein
logischen Perspektive ist es valide, jede Formel ¢ € K74, die zu dem Konflikt
beitrdgt, nicht in das Ergebnis der Revision Kzq, * 8 mit aufzunehmen. Wir
haben aber bisher noch nicht besprochen, wie wir mit Formeln umgehen, die
nicht zum Konflikt beitragen.

Erweitern wir das Beispiel. Nehmen wir an, dass die Zoowérterin einen
mannlichen schwedischen Schwan bestellt hat. Das heif3t, die zusétzliche Annahme
ist, dass es sich um einen méannlichen Schwan handelt. Wir fithren die Proposition
Mann ein, die fiir ,der Schwan ist ménnlich® steht. Wir konnen die anfdngliche
Wissensbasis der Zoowdérterin in diesem Szenario wie folgend modellieren:

K3 = {Mann, Schwan, Schweden,

Zoo

Schweden = Europa, (Schwan A Europa) = WeiB}

Revidiert man nun K%';O mit der Formel f = —WeiB, so ist nicht plausibel
aufzugeben, dass es sich um einen ménnlichen Schwan handelt (Mann). Daher
sollte, egal wie die Revision durchgefiihrt wird, Mann € K;'oto * [ gelten.
Allgemein fordert man, das Wissensdnderungen sich so verhalten, dass sie nur
relevantes Wissen aufgeben. Dies nennt man das Prinzip der Relevanz, das auf
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Sven Ove Hansson zuriickgeht [13], und das wir hier nur informell beschreiben:

(Prinzip der Relevanz) Wenn eine Formel bei einer Wissensinderung auf-
geben wird, dann muss dies begriindet sein durch
einen Konflikt mit den Zielen der Wissensénderung.

In der Literatur zu Wissensdnderungen findet man héufig auch das Prinzip der
minimalen Anderungen, das fordert, dass Wissensinderungen stets minimale An-
derungen am Ausgangswissen durchfithren sollten. Dieses Prinzip geht historisch
dem Prinzip der Relevanz voraus, in den meisten Kontexten ist das Prinzip der
Relevanz aber allgemeiner und impliziert das Prinzip der minimalen Anderungen.

3.3.4 Algorithmische Konstruktion von Revisionsergebnissen

Wir betrachten nun, wie man konstruktiv ein Revisionsergebnis erhalten kann.
Dabei wenden wir eine Konstruktion an, die auf der Maxichoice-Kontraktion von
Alchourron und Makinson [1] basiert. Die Eingabe dieses Verfahrens besteht aus
einer Wissensbasis K und einer Formel «. Das Verfahren gibt eine Revision von
K durch « aus, bei der die Prinzipien (Erfolg), (Konsistenz) und das (Prinzip
der Relevanz) erfiillt sind. Zentraler Aspekt des Verfahrens ist es eine Teilmenge
M der Wissensbasis K zu bestimmen, fiir die gilt:

— -« ist keine Schlussfolgerung aus M, das heifit, M F~ —a;
— M ist maximal mit diesen Eigenschaften, das heiflt, fiir alle M’ mit M C
M’ C K gilt M’ E —a.

Das Revisionseregebnis ist dann M U {a}. Ein naiver Algorithmus z&hlt (ab-
steigend) alle Teilmengen X von K nach Grofie sortiert auf, beginnend bei der
groBten Teilmenge (die K selbst ist). In jeden Schritt testen wir ob X [~ - gilt.
Falls nein, dann machen wir mit der néchsten Teilmenge von K weiter. Falls ja,
setzen wir M := X und stoppen das Aufzéhlen. Als Ergebnis geben wir dann
M U {a} aus.

Wenden wir als Beispiel das Verfahren auf die Wissensbasis K;'cfo an, um
eine Revision K%'cfo * 3 zu berechnen. Wir setzen X’ := K;'cfo als ersten Schritt.
Es gilt K%';o E -8 und wir fahren fort. Im néchsten Schritt zihlen wir X’ :=
K3\ {Mann} auf. Auch fiir dieses X’ gilt X’ = =f3. Nun zéhlen wir X’ :=
K3 \ {Schwan} auf und stellen fest, dass X’ = —3 gilt. Das Ergebnis der
Revision nach obigen Verfahren ist damit:

Zoo
(K3 \ {Schwan}) U {~WeiB}
= {Mann, Schweden, Schweden = Europa, (Schwan A Europa) = WeiB, -WeiB}
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Es gibt viele weitere (insbesondere effektivere) Methoden eine Revision zu
konstruieren. Die klassischen Ansétze folgen obigen Ansatz und nutzen maximale
Teilmenge der Wissensbasis K wie oben beschrieben. Weitere Konstruktions-
methoden ordnen die Formeln anhand ihrer epistemischen Verwurzelung. Das
Ergebnis der Revision sind dann diejenigen Formeln, die am starksten ,,verwurzelt“
und mit « kompatibel sind. Semantische Konstruktionsmethoden bilden Ordnun-
gen iiber den Interpretationen, die dann als mogliche Welten (Englisch ,,possible
worlds“) verstanden werden. Das Revisionsergebnis von K mit « entspricht
semantisch den am meisten priferierten moglichen Welten, die auch Modelle
von « sind. Die Forschung enthélt eine Vielzahl von Resultaten, die genau die
Eigenschaften dieser verschiedenen Konstruktionsansétze charakterisieren.

3.3.5 Verschiedene Operationen der Wissensanderungen

Es gibt verschiedene Arten der Wissensénderungen und die Formalisierung
dieser folgt dem Schema der Revision. Ausgangslage ist eine Wissensbasis K
und eine neue Information «, die die Wissensénderungsoperation in eine neue
Wissensbasis K o « iiberfiihren. Hier geben wir einen kleinen Uberblick {iber
wichtige Wissensdnderungsarten:

— Die Revision [2] haben wir weiter oben ausfiihrlich behandelt. Es handelt
sich um eine Wissensédnderung, bei der « in das bestehende Wissen K so
integriert wird, dass o im Endzustand geglaubt wird, und Inkonsistenzen
(wenn moglich) aufgelost werden.

— Bei der Kontraktion handelt es sich um eine Wissensidnderung, bei der
die Information a aufgegeben werden soll, und zwar so, dass keine neuen
Informationen hinzugefiigt werden [2].

— Bei der Credibility-Limited Revision (Deutsch: ,,Glaubwiirdigkeitsbe-
schriankte Revision“) handelt es sich um eine Art der Wissensanderung, die
eine Revision nur durchfithrt, wenn die neue Information « als glaubwiirdig
eingestuft wird [15].

— Bei der Shielded Contraction (Deutsch: ,Abgeschirmte Kontraktion®)
handelt es sich um das Analog der Credibility-Limited Revision fir die
Kontraktion [9]. Hier wird eine Kontraktion von « nur durchgefiihrt, wenn
der Agent es als valide betrachtet, die Information « aufzugeben.

— Wie bei der Revision, handelt es sich bei Update [16] um eine Art der Wis-
sensénderung, bei der « in das bestehende Wissen K so integriert wird, das
« im Endzustand geglaubt wird und Inkonsistenzen (wenn moglich) aufgeldst
werden. Der Unterschied besteht darin, dass man fiir eine Revision annimmt,
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dass sich die Welt nicht gedndert hat. Die neue Information a beschreibt also
weitere genauere Informationen, wihrend K valide, aber potenziell ungenaue-
re, Informationen enthélt. Beim Update nimmt man jedoch an, dass die Welt
sich gedndert haben kénnte. Dies hat drastische semantische Unterschiede,
insbesondere, da die Informationen in der Wissensbasis K potenziell nicht
mehr aktuell sind.

— Beim Improvement (Deutsch: ,Verbessern“) handelt es sich um eine Ver-
allgemeinerung der Revision, bei der die neue Information o nur als Anlass
genommen wird, die Glaubwiirdigkeit der Information « zu verbessern [17].
Konsequenterweise fiihrt ein Improvement von «, nicht direkt dazu, dass
« geglaubt wird.

— Beim Decrement (Deutsch: ,Dekrementierung®) handelt es sich, im Prinzip,
um die duale Operation zum Improvement [24]. Ein Dekrementierung von
a fithrt dazu, dass die Glaubwiirdigkeit der Information o verringert wird.
Konsequenterweise fiithrt ein Decrement von «, nicht direkt dazu, dass a
aufgegeben wird.

Neben obigen Operatoren gibt es noch viele weitere Arten von Wissensinderun-
gen, auf die wir hier nicht weiter eingehen, aber gerne auf Ubersichtsarbeiten
verweisen [13, 10].

3.3.6 Weitere Aspekte und Entwicklung

Wir erwahnen einige weitere Teilgebiete und Einsichten aus der Forschung zu
Wissensdnderungen.

Eine zentrale Einsicht des Forschungsfelds ist, dass sich mit rein logischen
Betrachtungen nicht immer optimale Wissensénderungen durchfiithren lassen,
sondern eztra-logische Informationen nétig sind [11]. Betrachten wir noch einmal
das Eingangsbeispiel. Wir konnen feststellen, dass fiir jede echte Teilmenge
K, o © Kzqo gilt, dass K% U {3} aus einer rein logischen Perspektive ein

valides Ergebnis fiir Kzq0 % 3 ist (es sind (Erfolg), (Konsistenz) und das (Prinzip
der Relevanz) erfiillt). Eine dieser Losungen ist jedoch

K700 *2 8 = {Schwan, Schweden, (Schwan A Europa) = WeiB} |

in der die Zoowirterin die Uberzeugung aufgibt, dass schwedische Schwine
stets auch europaische Schwéne sind (Schweden = Europa). Aus der Perspektive
des gesunden Menschenverstands macht es aber keinen Sinn, eine generische
Schlussfolgerung wie Schweden = Europa aufzugeben. Insbesondere weil man
alternativ auch nur das spezifischere Wissen aufgeben kann, dass es sich um
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einen schwedischen Schwan handelt (Schwan). Die Information, welche Formeln
aus K ,wertvoller sind als andere Formeln aus K, kann aber nicht die Logik
liefern, sondern muss extern bereitgestellt werden.

Ein sehr aktives Forschungsfeld ist das Gebiet der Iterierten Wissensande-
rung. In diesem Gebiet beschéaftigt man sich mit der Frage von Konstruktionen
und Eigenschaften von mehreren Anderungen nacheinander, also Folgen von
Anderungen der Art K % a % 3 und so weiter. Besonderer Bedeutung in diesem
Forschungsgebiet kommt Uberzeugungen iiber Konditionalen zu, wobei ein Kondi-
tional hiufig als Information der Form (8 | «) formalisiert wird und beispielsweise
dafiir stehen kann das 8 normalerweise unter der Pramisse « gilt. Uber dem
Ramsey-Test [26], sind Konditionale direkt mit Wissensinderungen verbunden:

(8 | a) wird akzeptiert von K, genau dann wenn 3 € K  a gilt.

Iterierte Wissensédnderungen beeinflussen damit auch die Akzeptanz von Kondi-
tionalen, da in K x a eventuell andere Konditionale akzeptiert werden als in K.
Eine der wichtigsten Einsichten des Forschungsfeldes ist, dass man den Effekt
iterativer Anderungen auf die Akzeptanz von Konditionalen einschriinken sollte,
aber im Gegensatz zum Prinzip der minimalen Anderungen, nicht minimieren
sollte [8].

Ein weiteres Forschungsthema, ist der Bereich der multiplen Wissensdnderun-
gen [22, 21]. Hier fithrt man eine Wissensénderung nicht nur mit einer Information
a, sondern mit Menge von Informationen A = {aq,...,a,} durch. Mafigeblich
werden zwei Semantiken fiir solche Arten von Anderungen betrachtet. Die erste
Semantik ist die choice Semantik (Deutsch: , Auswahlsemantik“), bei der man
verlangt, dass die Wissensdnderung fiir eine der Formeln in A erfolgreich ist. Die
zweite Semantik ist die package Semantik (Deutsch: ,Paketsemantik®), bei der
man verlangt, dass die Wissensdnderung fiir alle Formeln in A erfolgreich ist.
Eine Revision von K mit der Menge A ist unter der Auswahlsemantik erfolgreich,
wenn fir eine Formel «; € A gilt, dass a; € K x A. Fiir die Paketsemantik ist
die Revision von K mit A erfolgreich, wenn fiir alle Formel «; € A gilt, dass
a; € K% A.

Zuletzt wollen wir erwdhnen, dass es Bestrebungen gibt, die verschiede-
nen Arten der Wissenséinderungen aus einer vereinheitlichenden Perspektive
zu betrachtet. Wesentlich ist hierbei der Ansatz der Descriptor Revision nach
Hansson [14] zu nennen. Die Grundidee dieses Ansatzes ist es, dass oben skiz-
zierte Schema eines Wissensédnderungsoperator so zu erweitern, dass statt nur
die Information o bei der Anderung miteinzubeziehen, wir einen sogenannten
Deskriptor iibergeben. Ein Deskriptor W spezifiziert dabei eine Erfolgsbedingung
fiir den Wissensdnderungsprozess durch die Angabe von Glaubenspridikaten der
Form Be. Beispielsweise driickt der Deskriptor =B A (Ba VvV B—a) aus, dass die
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Wissensédnderung als erfolgreich zédhlen soll, wenn nicht an 8 geglaubt wird, und
an « oder -« geglaubt wird. Prinzipiell kénnen wir mit einem Deskriptor Ba
ausdriicken, dass eine Revision mit o durchgefiihrt werden soll; und mit “Ba
wird ausdriickt, dass eine Kontraktion von « durchgefiihrt werden soll. Dies lasst
sich auf andere Wissensdnderungsoperationen erweitern.

4 Ausblick

Wissensreprasentation und -verarbeitung ist seit seiner Begriindung ein zentrales
Forschungsfeld der Kiinstlichen Intelligenz und hat sich in verschiedene Teilgebie-
te ausdifferenziert. Die grofien Organisationen der Informatik, wie die Association
for Computing Machinery (ACM, Deutsch: , Amerikanische Gesellschaft fiir In-
formatik®) und auch die grofen Konferenzen der Kiinstlichen Intelligenz, wobei
insbesondere die International Joint Conference on Artificial Intelligence (1J-
CAI Deutsch: ,Internationale Konferenz fiir Kiinstliche Intelligenz) zu nennen
ist, haben Klassifikationen der Teilgebiete eingefithrt. Weiter oben haben wir
bereits die Bereiche der Beschreibungslogik, der Wissenslogiken und die
Wissensdynamik behandelt. Wir geben einen kurzen Ausblick iiber die weiteren
Teilgebiete der Wissensreprésentation und -verarbeitung:

Automatische Inferenz. Dieser Forschungszweig beschéftigt sich mit Verfah-
ren und Prinzipien des automatisierten Schliefens. Wichtige Themen sind
das Finden und Verifizieren von Beweisen. (siehe auch Kapitel 7)

Semantische Netze. In diesen Bereich beschéftigt man sich mit Formalismen
und Methoden um semantische Informationen zu sammeln. Als Standard ha-
ben sich dabei Wissensgraphen etabliert, fiir die es zahlreiche Erweiterungen
gibt. (siehe auch Kapitel 21)

Ontologien. Forscher beschéftigen sich mit den Voraussetzungen und Schwierig-
keiten um Wissensdatenbanken aufzubauen, die insbesondere auch strukturel-
le Informationen enthalten. Besonders zu nennen ist hier die Web Ontology
Language (OWL), die auch als Standardsprache fiir semantische Netze
fungiert. (siehe auch [3])

Fallbasiertes Schlieflen. Diese spezielle Methodologie des Schlieflen zeichnet
sich dadurch aus, dass es mafigeblich Erfahrungen-basierendes Schlieflen
realisiert. Das heifit, wenn aus den vorliegenden Daten (dem Fall) ein Schluss
gezogen werden soll, werden Félle aus der Vergangenheit mit dem aktuellen
Fall verglichen. Basierend auf der Ndhe zu den anderen Féllen, wird ein
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Entschluss getroffen. Der neue Fall wird in die bestehende Fallbasis integriert.
(siehe auch Kapitel 11)

Nichtmonotones Schlieflen. Diese Art des Schlielens ist begriindet in der
Beobachtung, dass in der Praxis bereits gezogene Schliisse zuriickgenommen
werden konnen. Logiken, die bei Hinzunahme neuer Informationen eine Riick-
nahme vorheriger Schlussfolgerungen erlauben, nennt man nicht-monoton.
Klassische Logiken wie die Aussagenlogik sind monoton, sodass Forscher in

diesem Feld Verfahren und Logiken untersuchen, die nicht-monoton sind.
(siehe auch Kapitel 8)

Argumentation. Dieses Teilgebiet beschéftigt sich mit der Formalisierung und
dem automatischen Schlussfolgern mit Argumenten und Gegenargumenten.
Dies beinhaltet die Représentation von Argumenten und Feststellung von
Akzeptanz von Mengen von Argumenten. (siehe auch [4])
Unsicheres, unprizises und unscharfes Wissen. Oft liegt kein gesichertes
Faktenwissen vor, aber Agenten sind trotzdem der Situation ausgesetzt unter
diesen Bedingungen handeln und schliefen zu miissen. Daher beschéaftigt sich
dieses Feld grundlegend mit allen Arten von Unsicherheiten und wie damit
umzugehen ist. (siehe auch Kapitel 9)
Kausalitédt. Dieses Feld beschiftigt sich mit der Repriasentation und Aspekten
von Ursache-Wirkungs-Beziehungen, Kausalitdten genannt. Eine Besonder-
heit spielen dabei kontrafaktische Konditionale, also Sétze der Art ,,Wenn

es regnen wiirde, dann hétte ich einen Regenschirm mitgenommen®. Unter
bestimmten Voraussetzungen beschreiben kontrafaktische Konditionale diese
Kausalitéten. (siehe auch [20])
Priferenzbasiertes Schlieflen. Wissen kann auch Préaferenzen unterliegt. So
kann ein Agent manches Wissen fiir plausibler halten als anderes Wissen
(beispielsweise kann man die Tatsache, dass man seinen Nachbarn im Super-
markt getroffen hat, als plausibler halten als die Tatsache, dass man eine
berithmte Person im Supermarkt getroffen hat). Dieses Forschungsfeld unter-
sucht Voraussetzungen, Semantiken und Methoden fiir Schlussfolgerungen,

die Préferenzen miteinbeziehen. (siehe auch [7])
Logische Programmierung. Bei der logischen Programmierung handelt sich
um ein Programmierparadigma, bei dem Ziele und Regeln eines Programms
deklarativ beschrieben werden und eine Lésung automatisiert bestimmt
werden kann. Typische Vertreter dieses Programmierparadigmas sind Prolog
und die Antwortmengenprogrammierung. (siehe auch [19])
Schlieflen iiber Raum und Zeit. Agenten miissen beim Handeln und Schlie-
Ben auch Zeit und Raum mit einbeziehen. Dieses Forschungsfeld beschéftigt
sich mit grundlegenden Methoden, wie Raum und Zeit als Wissen reprasen-
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tiert werden kénnen, aber auch damit, wie Wissen iiber Zeit und Raum das
Schliefilen und Handeln beeinflusst. (siehe auch Kapitel 10)

Die Klassifikation der Teilgebiete der Wissensreprésentation und -verarbeitung
ist allerdings auch historischen Wandlungen unterlegen. Beispielsweise war das
Gebiet des Automatischen Planens (siehe Kapitel 3) lange Zeit auch ein Teilgebiet
der Wissensrepréasentation und -verarbeitung. Die Forschung und Anwendung
von Methoden des automatischen Planens hat aber an so immenser Bedeutung
gewonnen, dass dieses heutzutage als eigenes Forschungsgebiet behandelt wird.

Weitere Kapitel dieses Buches behandeln viele der oben genannten The-
men mit mehr Details. So wird im néchsten Kapitel 7 automatische Inferenz
tiefgehender diskutiert. Ebenso werden Nichtmonotones Schlieflen (Kapitel 8),
Unsicheres, unprézises und unscharfes Wissen (Kapitel 9), Wissen iiber Raum
und Zeit (Kapitel 10), Fallbasiertes Schliefen (Kapitel 11), sowie semantische
Netze (Kapitel 21) explizit in diesem Buch behandelt.

5 Schlussbetrachtung

Dieses Kapitel gab einen kurzen Uberblick iiber den Forschungsbereich der
Wissensreprisentation und -verarbeitung. Wir haben uns mit grundlegenden
Eigenschaften der formalen Logik und insbesondere der Aussagenlogik beschéftigt
und sind etwas tiefer in die Bereiche der Beschreibungslogiken, der Wissenslogiken
und der Wissensdynamik eingestiegen. Schliefilich haben wir im letzten Abschnitt
weitere Teilbereiche dieses Forschungsbereichs angerissen.

Wie bereits der letzte Abschnitt angedeutet hat, haben wir in diesem Kapitel
nur einen kleinen Ausschnitt aus dem Forschungsgebiet der Wissensreprisentati-
on und -verarbeitung betrachtet. Einen breiteren Einstieg in das Gebiet bieten
beispielsweise die Biicher von Russel und Norvig [23], Brachman und Levesque
[6], sowie von Beierle und Kern-Isberner [5]. Aktuelle Forschungsergebnisse wer-
den auf der jéhrlich stattfindenden Konferenz KR (International Conference
on Knowledge Representation and Reasoning), den allgemeinen internationalen
KI-Konferenzen 1JCAI (International Joint Conference on Artificial Intelli-
gence), AAAI (die Konferenz der Association for the Advancement of Artificial
Intelligence), ECAI (European Conference on Artificial Intelligence), sowie den
Zeitschriften Artificial Intelligence und Journal of Artificial Intelligence Research
vorgestellt.

Eines der spannendsten aktuellen Forschungsfragen behandelt die Integration
von Methoden der Wissensreprisentation und -verarbeitung mit Methoden des
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Maschinellen Lernens und insbesondere des Deep Learnings. Wahrend Methoden
des zuletzt genannten Bereichs insbesondere in jlingster Zeit grofie Erfolge in
einem breiten Spektrum verschiedenster Anwendungsfille verzeichnen konnten,
so arbeiten sie dennoch nach einem Black-Boz-Prinzip und Klassifikationsergeb-
nisse oder natiirlichsprachliche Aussagen konnen kaum bis gar nicht erkldrt oder
belegt werden. Grofle Sprachmodelle, wie solche, die in ChatGPT verwendet
werden, leiden beispielsweise unter Halluzinationen, also die Erzeugung von
Aussagen, die in keinster Weise aus den Daten ableitbar sind. Dies liegt darin
begriindet, dass solche Modelle keine explizite Wissensreprésentation besitzen
und am Ende des Tages nur auf Hiufigkeiten von zusammen vorkommenden
Worten und Begriffen arbeiten. Gerade in sicherheitskritischen Bereichen, wie
beispielsweise in der Medizin, miissen Entscheidungen aber klar nachvollziehbar
und erklérbar sein. Methoden der Wissensreprisentation und -verarbeitung basie-
ren auf der Grundlage der formalen Logik und sind damit inhérent erklarbar und
arbeiten faktenbasiert. Logische Schlussfolgerungen kénnen explizit dargestellt
und visualisiert werden und kénnen damit der Nachvollziehbarkeit von Vorher-
sagen dienen und das Vertrauen in das System stirken. Eine Kombination der
Vorteile dieser beiden Forschungsbereiche, also die Moglichkeit der skalierbaren
datengetriebenen Modellbildung des Maschinellen Lernens und der erkldrbaren
faktengestiitzen Schlussfolgerungsmechanismen der Wissensreprisentation und
-verarbeitung, stellt damit eine vielversprechende Richtung fiir die zukiinftige
Erforschung von kiinstlicher Intelligenz dar.

Danksagung: Unser besonderer Dank gilt den Autoren der Vorauflage dieses
Kapitels, Bernhard Nebel und Stefan Wolfl.
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